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Az oktatas, a mesterséges intelligencia és a bizalom metszéspontjai
The Intersection of Education, Artificial Intelligence, and Trust

Molnarné Dr. Laszlo Andrea!

Absztrakt

A mesterséges intelligencia (MI) megjelenése alapjaiban formalja at az oktatds szerepét,
eszkozeit €s a tanari hivatas értelmezését. Tanulmanyunk arra vallalkozik, hogy feltarja az MI
oktatasban vald alkalmazasanak pedagdgiai, bizalmi és etikai dimenzidit. Kiilonos figyelmet
forditunk arra, hogy milyen Uj tanari kompetencidk sziikségesek az MI-alapu tanuldsi
kornyezetek hatékony kezeléséhez, és hogyan tanithaté meg a tanuldknak a reflektiv bizalom
gyakorlata — vagyis az MI-vel szembeni kritikus, mégis egylittmiikdodo attitlid. A tanulmany
gyakorlati példakon keresztiil mutatja be az oktatasi szereplok feleldsségét az MI hasznalatanak
korszakban.

Abstract

The emergence of artificial intelligence (Al) is fundamentally reshaping the role of education,
its tools, and the meaning of the teaching profession. This study explores the pedagogical,
ethical, and trust-related dimensions of integrating Al into educational contexts. Special
emphasis is placed on the evolving competencies required of teachers to effectively manage
Al-driven learning environments, and on how students can be taught reflective trust — a critical
yet cooperative stance towards Al technologies. Through practical examples, the study
highlights the responsibility of educational stakeholders in the pedagogical integration of Al
and underlines the urgent need to redefine knowledge in the digital age.

Keywords: education, artificial intelligence, trust, pedagogical innovation, teacher roles

Bevezetés

A mesterséges intelligencia (MI) térnyerése nemcsak a gazdasagi €s tarsadalmi struktarakat
formalja at, hanem az oktatasi rendszerek szerepét és mitkodését is alapvetden megkérdojelezi.

E tanulmény célja az MI oktatasban betoltott szerepének, valamint az ezzel 0sszefiiggd bizalmi

! Molnarné Dr. Laszl6 Andrea, MyNovaMind alapitdja, kutatotanar, tanar-tréner, LLM tananyagfejlesztd
molnarne7@gmail.com
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kérdéseknek a vizsgalata, kiilonds tekintettel a tanari szerepek valtozasaira és a tanuloi attitidok

atalakulasara.
Kutatoi és pedagogiai hattér

A szerzé oktatasi munkdja soran K—12-es intézményben tanit, igy kozvetlen tapasztalattal

rendelkezik a kiilonbozd korosztalyu tanuldk digitalis kompetencidirol, MI-hoz valo

crer

crer

1. Az MI oktatasra gyakorolt hatasa — jelen és jovo

A mesterséges intelligencia (MI) megjelenése és gyors elterjedése alapjaiban kérddjelezi meg
az oktatasi rendszerek hagyomanyos miikddését. Az ,,igy szoktuk” mddszertana, amely hosszi
ideig biztositotta az oktatasi folyamat stabilitdsat, ma mar nem elegendd. Az MI nem csupan
egy Uj technoldgiai eszkdz, hanem egy rendszerszintli valtozast generald erd, amely atalakitja
a tarsadalmi miikodés minden rétegét — igy az oktatast is. Az oktatdsnak tehat nem passzivan
kovetnie, hanem proaktivan reagalnia kell az MI kihivésaira és lehetdségeire. A tanulds
onmagaban is rendkiviil komplex, tobbszintii folyamat, amely kognitiv, érzelmi, szocialis és
motivacios tényezok finom egyenstlyan alapul. Ebbe a dinamikus rendszerbe illeszkedik be az
MI, amely képes atrendezni a tanulési helyzetek szerkezetét, a tanar-didk viszonyt, a tudashoz
valé hozzaférés modjat, valamint a tanuloi feleldsségvallalas és Oniranyitas szerepét. Az a
vélekedés, miszerint az MI nem lesz hatassal az oktatdsra, nem tarthat6 fenn — épp ellenkezdleg:
az MI olyan paradigmavaltast kényszerit ki, amely a tanulési kornyezetek teljes ujragondoléasat
igényli. Az MI mar most is atalakitja a munkaerdpiacot, 4 kompetencidkat helyezve el6térbe:
problémamegoldas, rendszerszintli gondolkodés, adatértelmezés, etikus technoldgiahasznalat,
digitalis egytittmiikddés, és mindenekeldtt — kritikus gondolkodéas. E kompetencidk iskolai
fejlesztése nem vélaszthatd lehetdség, hanem sziikségszerliség. A pedagdgiai gyakorlatnak
tudatossa kell tennie azokat a teriileteket, ahol a tanulok digitalis eszkdzokkel végzett 6nalld
tanuldsa nemcsak lehetdség, hanem elvaras — és ahol a felhasznaloi feleldsség, az algoritmusok
mukodésének ismerete, valamint az adatokkal kapcsolatos bizalom ¢és kontroll tudatos
fejlesztést igényel. Mindezek fényében a tanari szerep ujradefinidlasa elkeriilhetetlen. A
klasszikus tudéstranszfer — amelynek sordn a tanar a tudas elsddleges forrasaként jelenik meg

— hattérbe szorul, helyét a tanulasi folyamat iranyitasa, a forrasok hitelességének értelmezése,
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valamint a tanul6i kritikai gondolkodas fejlesztése veszi at. A pedagdégus ma mar nemcsak
informaciokozvetitd, hanem mentorként, facilititorként, technologiai értelmezdként €s etikai
iranyttiként is funkcional.

Az MI jelenléte ramutat az oktatas egyik legkritikusabb hianyossagara: a bizalom ¢€s a kontroll
egyensulyanak hidnyara. A tanulok nagy része kontrollalatlanul elfogadja az MI altal generalt
valaszokat — kiilonosen, ha azok formailag meggy6zdek vagy gyorsak. Ezért a tanitas egyik 1)
feladata a ,reflektiv bizalom” kialakitasa: annak megtanitdsa, hogyan lehet egyszerre bizni a
technoldgia potencialjaban, mikdzben allanddan tudataban vagyunk annak is, hogy miikodése
nem tévedhetetlen.

Az MI tehat nem csupan egy 0j eszkdz az oktatdsban — hanem egy 0j kornyezet, amelyben a
pedagbgianak uj nyelvet, 0j elveket és 1) célokat kell talalnia. A jelen kihivasa az, hogy képesek
vagyunk-e elengedni a ,,régi normalitast”, és 1étrehozni egy olyan oktatasi rendszert, amely
nemcsak reagdl az MI jelenlétére, hanem aktivan formalja annak értelmes és etikus

felhasznalasat.

2. A tanulasi folyamat és a bizalom osszefiiggése

A tanulas nem létezhet bizalom nélkiil. Amennyiben az MI-t bevonjuk a tanitds-tanulas
folyamatdba, alapvetd kérdés, hogy milyen szintii bizalommal fordulhatnak felé a tanulok. A
kritikus gondolkodas és a kontrollalt felhasznalas kiemelt jelentdséggel bir, kiilondsen fiatalabb

korosztalyoknal, akik nagyobb mértékben hajlamosak az MI vélaszait kontroll nélkiil elfogadni.

3. A tudas ujradefinialasa a XXI. szazadban

Az informacios tarsadalom kihivéasai ujfajta tudasértelmezést kovetelnek. A lexikalis
ismeretanyag szerepe csokken, a "tuléld tudas" pedig egyre inkdbb az elemzd, szintetizalo,
értelmezd képességek iranyaba tolddik. Az oktatas célja nem pusztan ismeretatadas, hanem
annak megtanitasa, hogyan kezelje a tanul6 az MI altal kdzvetitett informéciot, hogyan értékelje
annak megbizhatosagat.

A tudas sajat értelmezésemben az alabbi moédon definidlhato:
A 21. szézad tuddsa egy olyan problémamegoldas-kozpontu, piaci igényekre érzékeny,
szelektiv és elemzd ismeretkészlet, amely magdban foglalja a digitalis miveltséget, a
kiilonb6zé tudomanyadgak alapvetd ismeretét ¢és megértését, beleértve azok céljait,

alapfogalmait, alap Gsszefliggéseit, logikus felépitését, az etikai és jogi vonatkozasokkal bird
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interdiszciplinaris szemléletet, valamint a globalis referencia keret alkalmazésat az informaciok
értelmezésében és integraldsdban. A tudas ebben az 1j megkdzelitésben attevodik a "kevésrol
sokat" paradigmardl a "mindenrdl kicsit" irdnyadba, ahol a széleskori alapmiveltség €s a
kiilonbozo teriiletek kozotti osszefliggések felismerése, a diverzitas valik fontossa. Emellett
tartalmazza a promptmérnoki tudast, az MI-vel valo hatékony kommunikacio alapismereteit, a
kommunikécios szabalyok alapjait, valamint a forditdstudomanyi, nyelvtudomanyi ismereteket,
amelyek mind hozzijarulnak a komplex problémak megolddséhoz a nyelvi modellek
megértésé¢hez, sikeres alkamazasdhoz. A 21. szazadi tudas magdban foglalja annak
felismerését, hogy az ismeretek kiilonb6zé nézépontokbdl kozelithetok meg és tobbféle
perspektivabol elemezhetok. Az egyén rendelkezik azzal a tudassal, amely lehetdvé teszi
szamara, hogy az 0j informacidforrasokat azonositsa és hozzaférjen azokhoz. Tudataban van
annak is, hogy az ismeretek dinamikusak, folyamatosan bdviildek, és képes az eltérd
nézépontok értelmezésére €s integralasara annak érdekében, hogy a felmeriild problémékat
sz¢lesebb, holisztikusabb kontextusban vizsgalja és oldja meg.

Azonban nemcsak a tudast, a bizalmat is Gjra kell keretezniink és meg kell tanitani a didkoknak
egy Ujfajta bizalom létét.

4. Az Ml-vel kapcsolatos bizalom tipusai

A reflektiv bizalom fogalmat O’Neil alkotta meg, amely Uj alapokra helyezi az MI-
rendszerekhez f(iz6d6 viszonyunkat. A koncepcid szerint nem elegendd vakon hinni a
technologiai valaszok helyességében: a felhasznalonak értenie kell az adott MI miikodését, fel
kell mérnie annak képességeit, és el kell tudnia donteni, milyen kontextusban alkalmazhato
megbizhatoan. E bizalom feltételezett, €s nem abszolut — dinamikus, folyamatos ujraértékelésre
épiil. Az MI-vel kapcsolatos felhasznaloi attitlid tehat nemcsak pszichologiai, hanem kognitiv
és etikai kérdés is. A bizalommal kapcsolatban hadrom kulcstényezd jelenik meg: a rendszer
megértése, a megfeleld feladatra vald alkalmassag, valamint a kovetkezetes, elszamoltathatd
miikodés. Ezek egyiitt képezik azt a bizalmi alapstruktarat, amely nélkiilozhetetlen a felelds
MI-hasznalathoz. Mindez szembemegy a technologiai determinizmus hagyomanyos, feltétel
nélkiilli elfogadasaval, és ©Onallo értelmezés és a kontroll sziikségességét feltételezi. A
technologia kordbban gyakran automatikusan megbizhatonak szamitott — példaul a
szamologépek vagy barmi mas esetében. Az MI azonban prediktiv és nem egzakt, igy
miukodésének validitasa kontextusfliggd, hibalehetdséggel terhelt. A bizalom tehat csak akkor
tarthatd fenn, ha a felhaszndlo tisztdban van a rendszer korlataival és aktivan figyeli annak
miikddését. Oktatasi kornyezetben ezt a tudatossagot és kritikai szemléletet kell tanitani a

didkoknak. Az MI nem feltétleniil hibas — de nem is megkérddjelezhetetlen.

13



A tanulok felkészitése erre a tipusu bizalomra pedagogiai feleldsség. Az oktatonak nem csupan
az eszkozhasznalatot kell megtanitania, hanem az azt 6vezd kritikus gondolkodast és
értelmezési keretet is. A reflektiv bizalom tehat nem csupan hozzaéllas, hanem fejlesztendd

kompetencia is.

5. A tanari feladatkorok ujradefinialasa

A tanar szerepe az MI altal nem csokken, hanem radikélisan atalakul. A pedagogus feladata
mar nem pusztan a tudas kozvetitése, hanem a tanulok gondolkodasanak irdnyitasa, az MI altal
generalt tartalmak értelmezésének segitése, valamint a bizalom kritikus értelmezésének
tanitdsa. A tanar tobbé nem kizarolagos tudasforras, hanem facilitator és irdnyitd, aki segit a
tanuloknak eligazodni az informécios tilkindlatban és a mesterséges intelligencia daltal
létrehozott tartalmak sokféleségében. Ez a szerepvaltds nem a tandri autoritds elvesztését
jelenti, hanem annak Gjradefinidlasat: a tanar a jovoben a , kritikai sz{ir6” szerepét tolti be, aki
képessé teszi a didkokat a megbizhato tudads azonositidsara, a manipulacio felismerésére €s a
digitalis kornyezetben valo etikus eligazodasra.

A kritikus gondolkodas tanitasa igy elsddleges célla valik. A kérdés — ,,Bizhatunk-e ugy, hogy
nem valunk vak kovetokké?” — jol ravilagit a bizalom kettdsségére: egyszerre kell nyitottnak
lenni az M1 lehetdségeire, ugyanakkor képesnek lenni annak reflexiv, elemz0 értelmezésére. Ez
a kompetencia nem alakul ki magatol, hanem tudatos fejlesztést és kovetkezetes tanari
tamogatast igényel. A tanulok szdmara az MI-hez kapcsolodd kompetencidk elsajatitasa
kulcsfontossaguiva valik: az adatértés, az algoritmikus gondolkodas, a digitalis etika és az
adatbiztonsag mind olyan teriiletek, amelyek nélkiil a jovOben nem lehet teljes értékii digitalis
allampolgarsagot gyakorolni.

A mai tanari feladatok kozott ezért egyre hangstlyosabban jelenik meg az MI miikddésének
megértetése, az adatkezelési alapelvek és a GDPR-nak valé megfelelés tanitdsa, valamint a
valaszok megbizhatdsdganak és az algoritmikus torzitdsoknak a felismerése. A pedagégusnak
nemcsak a tartalmak validalasaban van szerepe, hanem abban is, hogy segitse a tanuldkat olyan
gondolkodasi minték kialakitasaban, amelyek lehetdvé teszik a technologia felelds hasznalatat.
Az oktatas tehat nem maradhat meg az informdcidatadas szintjén: a gondolkoddasra tanités, a
reflexiv tudasépités és a problémamegoldo kompetencidk fejlesztése felé kell elmozdulnia.

A kompetenciak tudatos fejlesztése tobblépcsds folyamat. El0szor is sziikséges a megvaltozott
vilag megértése: annak belatasa, hogy az MI nem kiegészitd, hanem alapvetd tényezdveé valt a

tanulasi és munkafolyamatokban. Mésodszor a pedagogusoknak el kell sajatitaniuk azokat az
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Al-kompetenciakat, amelyek lehetové teszik szdmukra, hogy ne csak sajat munkéjukban
alkalmazzak, hanem a didkok szdmara is atadhat6 tudasként épitsék be a tanitas folyamataba.
A modszertani repertoar bovitése kulcsfontossagu: az MI bevondsa a tanoérak tervezésébe, a
differencialasba, a formativ értékelésbe és a projektalapu tanulasba

mind olyan teriiletek, ahol a tanar kozvetleniil megtapasztalhatja, hogy az MI nem helyettesiti,
hanem er0siti pedagdgiai szerepét.

Ez a folyamat egyben szemléletvaltast is kivan: a pedagdégus nem az MI-vel szemben hatarozza
meg dnmagat, hanem az MI-vel egyiittmiikodve alakitja ki 0j tanari identitasat. Ezzel nemcsak
a tanulok szdmara valik példava, hanem hozzéjarul egy olyan oktatasi kultira kialakitdsdhoz is,
amelyben az etikus €s tudatos technologiahasznalat az alapvetd értékek kozé emelkedik. A tanar
tehat a jovo iskoldjaban egyszerre lesz mentor, kritikai gondolkodésra neveld, adatértelmezo és
modszertani 0jitd — olyan szakember, aki képes integralni a mesterséges intelligenciat az oktatas
egészébe, mikdzben folyamatosan reflektal annak lehetdségeire és veszélyeire.

Az alabbi Osszefoglaloban attekinthetjiik a tanari Al-kompetencidk és fejlesztési 1épések
lehetéségét. Ertelemszeriien ezek az Al kompetencidkra vonatkoznak. Az egyéb tudatos
kompetenciafejlesztés (pl. kreativitds, csapatmunka, O©nall6 tanuldsra vald készség,

feleldsségvallalas, stb.) is részét kell, hogy képezze az ) pedagodgiai munkéanak.

Kompetencia Fejlesztési fokusz Tanari alkalmazas a gyakorlatban
A tanar modellezi a tanuldknak, hogyan lehet
Tudatos kérdésfeltevés, _
Promptolas és jO kérdéseket feltenni az Ml-nek; tanoran
pontositas és _
iteracio ' kozosen elemzik a kiilonb6zé promptok
ujrafogalmazas képessége '
eredményeit.
Osszetett problémak Projektmunkdk el6készitése sordn az MI

Feladatbontas  és ' .
lebontésa, tanulasi folyamatsegitségével {itemtervet készit, majd a

tervezés _ ' ‘ '
strukturalasa didkokkal értékelteti annak reélis elemeit.
A tanar megmutatja, hogy nem minden MI-
Kiilonb6z6  Al-eszk6zok
Eszkozvalasztas és ~ eszkdz alkalmas ugyanarra, és kozosen
ismerete és kritikus o ' '
osszehasonlitas ‘ dontenek arrdl, melyik illeszkedik legjobban
kivélasztasa
egy adott feladathoz.
,,Hallucinaciovadaszat™ keretében a
Hitelesség ésInformaciok  verifikdlasa, didkokkal hibdkat keresnek az MI

forrasellenérzés  megbizhatosag vizsgalata valaszaiban, majd forraskritikai beszélgetést

folytatnak.
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Kompetencia Fejlesztési fokusz Tanari alkalmazas a gyakorlatban

Algoritmikus elditéletek ¢és Konkrét példakon keresztiil (pl. sztereotipiak
Etika és torzitas

adatvédelmi kérdések megjelenése)  beszélgetést  vezet a
tudatositasa . .

felismerése felelosségteljes MI-hasznalatrol.

Tandran tudatositja a személyes adatok

Adatbiztonsagi  szabalyok védelmének fontossagat, ¢és felhivja a
Adatértés és GDPR
megértése ¢s alkalmazdsa figyelmet a feleldtlen adatmegosztas

kovetkezményeire.
Problémamegoldas 1épésrdl Didkokkal kozosen ,,szimulaljak” az MI
Algoritmikus ) ) )
1épésre, algoritmusok miikodését: pl. szabalyok alapjan emberi
gondolkodas o ) )
logiké4janak megértése szereplOk jatszanak ,,algoritmust”.

Nyitottsag az MI Megvitatjdk a kérdést: ,,Bizhatunk-e az MI-
Kritikus  bizalom

lehetdségeire, de reflexivben Uigy, hogy kdzben megdrizziik a sajat
fejlesztése

hasznalat kritikai sziir6inket?”’

6. Pedagogiai gyakorlatok a bizalom fejlesztésére

A bizalom oktatdisa nem pusztdn elméleti megkozelités kérdése, hanem pedagogiai
gyakorlatban is beéipthetd. Az MI-hez kapcsolodo kritikus bizalom kialakitasa ugyanis akkor
lehet eredményes, ha a tanulok nem csupan absztrakt szinten értik meg a technologia
mukodeésének kockdzatait €s lehetOségeit, hanem kdozvetlen tapasztalatokon keresztiil
reflektalnak is azokra. Ennek érdekében a tandrai keretek kozott olyan feladatok alkalmazhatok,
amelyek a technologiai rendszer atlathatosagat és megbizhatosagat teszik vizsgalat targyava.
A gyakorlatok — példaul a prompt-elemzés, a ,hallucinaciovadédszat” vagy a szemléletformalo
projektek — nem oncélu tevékenységek, hanem a tanul6i autonémia, a kritikai gondolkodas és
az etikus technologiahasznalat fejlesztésének eszkozei. E feladatok keretében a tanulok
nemcsak a generalt tartalom mindségére reflektalnak, hanem implicit modon sajat viszonyukat
is alakitjak a mesterséges intelligencidhoz mint tudaskonstrukcids partnerhez.

Kiilonosen fontos, hogy az ilyen tanulasi folyamatokban a bizalom nem passziv elfogadasként
jelenik meg, hanem aktiv, kritikai szlir6n atesett viszonyként. A pedagodgiai kontextusban a
,bizalom oktatdsa” tehat nem a technologia kritikatlan idealizalasat, hanem éppen annak

tudatos hasznalatat és a felelosségteljes dontéshozatal tdmogatasat jelenti. Ily modon a tanorai
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integracido nem csupan készségeket fejleszt, hanem hozzajarul a digitalis allampolgarsag és az
oktatasi etika alapvetd dimenzidinak megerdsitéséhez is.
A bizalom oktatasa nem elméleti kérdés. Konkrét tandrai gyakorlatokat is be lehet épiteni:

e Prompt-elemzés: kiilonb6zé bemenetek hatasanak vizsgalata a generalt tartalomra;

e ,Hallucinaciovadaszat”: MI altal generalt hibas allitasok keresése €s kritikaja;

e Szemléletformald projektek: példaul a sztereotipiak detektalasa kiilonb6z6 bemenetek

alapjan.

Mindezek a gyakorlatok jol mutatjdk, hogy a bizalom tudatos alakitisa a mesterséges
intelligencia hasznéalatdban nem melldzheti a kritikai szempontokat és a reflektiv hozzaallast.
Ugyanakkor éppen a bizalom pedagdgiai fejlesztése vilagit ra arra is, hogy a technologia
alkalmazasa szamos kockazatot hordoz magaban. Az, hogy a tanulok képesek legyenek
felismerni és értelmezni e veszélyeket, kulcsfontossagli feltétele annak, hogy ne csupan
felhasznal6i, hanem felelds értelmezdi és alakitoi legyenek a digitalis kornyezetnek. A
kovetkezOkben ezért a mesterséges intelligencia oktatasi kontextusban valdo megjelenésének
veszélyeit targyaljuk, kiilonos tekintettel azok pszichologiai, pedagoégiai ¢és tarsadalmi
implikaciodira.

7. Veszélyek

A technoldgia irant érzett bizalom/bizalmatlansag nem mentes a veszélyektdl. Az aladbbiakban
hat olyan teriilet keriil bemutatasra, amelyeket érdemes szem el6tt tartani a pedagogiai
folyamatok soran.

7.1. Vak engedelmesség

Kutatasok szerint az emberek hajlamosabbak elfogadni egy tanécsot, ha azt algoritmushoz kotik
— példaul azonos tanacsot 22%-kal nagyobb aranyban fogadnak el, ha azt mesterséges
intelligencia adja. Ez a jelenség az ,,algoritmus-tekintély” hatdsara épiil, amely a technologia
iranti talzott bizalombol fakad. Oktatasi kornyezetben ez kiilondsen veszélyes, mert a diakok
kritikai szlirés nélkiil fogadhatjak el az MI altal generalt valaszokat, ami hossza tdvon csokkenti
az 6nallé gondolkodast és az informacidforrasok dsszehasonlitdsanak képességét. A pedagogiai
cél itt az, hogy a tanulok megértsék: az MI nem tévedhetetlen, a kapott informéciét minden
esetben ellendrizni kell.

7.2. Irracionalis elutasitas

A masik véglet az, amikor az algoritmus egyszeri hibdja utan a bizalom jelentdsen visszaesik —
kutatasok szerint akar 37%-kal is. Ez a ,,hiba utan teljes elutasitas” jelenség szintén karos, mert

gatolja a technologia konstruktiv alkalmazasat. Az oktatasban fontos megtanitani, hogy
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egyetlen hiba nem jelenti a rendszer teljes alkalmatlansagat, és a hibak gyakran a helytelen
felhasznalasbol, pontatlan bemenetbdl vagy kontextushidnybol fakadnak. A tudatos felhasznald
képes kiilonbséget tenni az egyszeri tévedés €s a rendszerszintlii megbizhatatlansag kozott.

7.3. Hallucinacio felismerése

Az Ml-rendszerek — kiilonosen a generativ nyelvi modellek — hajlamosak ugynevezett
,hallucinacidkra”, amikor valosnak tiind, de hamis informéciokat generalnak. Ezek felismerése
fejlett forraskritikai és 6sszehasonlitd képességet igényel. Oktatasban hatékony gyakorlat lehet
tobb MI altal adott valasz Gsszehasonlitdsa, majd hiteles forrasokkal valé ellenérzése. Igy a
didkok megtanuljak, hogy a meggy6z6 formatum nem garantdlja a tartalmi helytallosagot.

7.4. Félrevezetett félelem

A mesterséges intelligencia fejlddése sokakban technofobiat valt ki. Ez a félelem gyakran abbol
fakad, hogy a felhasznalok nem értik a technologia miikodését, és emiatt inkabb teljesen
elutasitjak azt. A fejlodés elutasitasa viszont versenyhatranyt eredményezhet, kiilondsen a
munkaerdpiacon. Az oktatas szerepe kulcsfontossagii a félelmek olddsédban: megfeleld
ismeretek és gyakorlati tapasztalat nyujtasaval a technologia a fenyegetés helyett lehetdséggé

valhat.

7.5. Forditogép/Képgenerator-fiiggoseég

A forditogépek, képgeneratorok és egyéb kreativ MI-eszk6zok rendkiviil hasznosak, de tulzott
hasznalatuk készségvesztéshez vezethet. Példaul a didk nyelvtuddsa romolhat, ha minden
forditasi feladatot automatikusan MI-vel végez, vagy a vizualis kreativitdsa csokkenhet, ha
kizarolag képgeneratorokra tamaszkodik. A pedagdgusnak tudatositania kell a tanuldokban,
hogy az MI eszkdz, nem pedig helyettesitd — a felhasznéalas célja a tAmogatds, nem a teljes
helyettesités.

7.6. Kiszolgaltatottsag

Az MI-t értd, hasznalni tudd személyek jelentds versenyeldnybe keriilnek a nem hozzaférdkkel
szemben, ami tarsadalmi szakadékot mélyithet. Ez a ,digitalis egyenldtlenség” komoly
oktataspolitikai kérdés is: ha az iskoldk és tanarok nem biztositanak egyenld hozzaférést és
képzést, akkor a hatranyos helyzetli didkok még nagyobb lemaradasba keriilnek. Az oktatas
feladata, hogy minden tanul6t felkészitsen az MI-korszak kompetenciaira, fliggetleniil a

kiindulo6 helyzetiiktol.

Ez a hat teriilet egylittesen mutatja, hogy a mesterséges intelligencia hasznalata nem csupan

technologiai, hanem komoly pedagégiai, pszicholdgiai és tarsadalmi kihivas is. A ,reflektiv
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bizalom” tanitdsa kulcsfontossagu ahhoz, hogy a didkok elkeriilj¢k mind a talzott bizalmat,

mind az irraciondlis elutasitést, és tudatos, felelds technologiahasznalokka véljanak.

Az trlap alja

Osszegzés

A mesterséges intelligencia oktatasba vald integralasa nem pusztan technoldgiai fejlesztés,
hanem mély pedagogiai és tarsadalmi valtozas katalizatora. A tanulmany bemutatta, hogy az
MI éltal generalt 0j kihivasok — a tudés ujradefinialasatol a reflektiv bizalom kialakitasaig —
komplex, egymassal Osszefonodo teriileteket érintenek. A jovO tanarai nem egyszeriien a
tartalomatadasért felelnek, hanem az értelmezés, a kritikai gondolkodas, az etikai mérlegelés és

az algoritmikus tudatossag fejlesztéséért is.

Az Ml-vel valo pedagogiai egyiittmiikodés sikere azon mulik, hogy képesek vagyunk-e
tudatosan kiegyensulyozni a bizalom és a kontroll viszonyat, mikézben minden tanulot
felkészitiink a technoldgiai kornyezet aktiv és felelds alakitdsara. Ez nem egyszeri feladat,
hanem folyamatos reflexiot €s alkalmazkodast igényl6 folyamat, amelyben az oktatas szerepldi
— tandrok, didkok és dontéshozok egyarant — kdzosen formaljak a jovo tanulasi kultargjat. ,,A
bizalom nem abbdl fakad, hogy mindent elhisziink — hanem abbdl, hogy tudjuk, mikor
kérdezziink vissza” (O’Neil, 2002.)
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Az MI lehetoségei az 6vodai nevelésben
Potential of Al in Early Childhood Education

Piroth Istvan?

Absztrakt

A tanulméany célja az MI alkalmazédsanak 6vodai nevelésben megjelend lehetdségeinek
attekintése, kiilonos figyelmet forditva az &vodapedagogusok szemléletére és annak
kapcsolodasaira. Az MI eszk6zok alkalmazésa ) pedagogiai, etikai és technologiai kérdéseket
vet fel, amelyek hatdssal vannak a gyermekek fejlédésére és a pedagodgusok munkéjara
egyarant. Az MI segithet a személyre szabott nevelési kornyezet kialakitdsdban, de Uj
kihivasokat is hoz a fejlett digitalizacio €és személyes interakciok egyensulyanak megtartdsaban.
Az MI fokozatos bevezetése mellett ligyelni kell, hogy a gyermekek kognitiv, szocialis és
érzelmi fejlodése szoros 0sszefliggésben all az dvodapedagogus felkésziiltségével és a sziiloi
tamogatassal. Emellett fontos az etikai és adatvédelmi kérdések megfeleld kezelése is,
fokuszban a gyermekek jogaival és méltosagaval.

kulcsszavak: 6vodapedagogia, mesterséges intelligencia
Abstract

The aim of the study is to review the possibilities of Al application in preschool education,
paying special attention to the approach of kindergarten teachers and its effects. The use of Al
tools raises new pedagogical, ethical and technological questions that have an impact on
children's development and teachers' work. Al can help create personalized educational
environments, but it also brings new challenges in balancing digitalisation and face-to-face
interactions. In addition to the gradual introduction of Al, it should be borne in mind that the
cognitive, social and emotional development of children is closely related to the preparedness
of the kindergarten teacher and parental support. It is also important to properly address ethical
and data protection issues, taking into account children's rights and dignity.

keywords: early childhood education, artificial intelligence

2 A szerz kulturalis antropologus, informatikus, a Nemzeti Kutatds-fejlesztési és Innovacios Hivatal K+F
szakértdje. piroth.istvanl@gmail.com
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Bevezeto

A tanulmany célja, hogy attekintse az MI (mesterséges intelligencia) alkalmazasanak
legfontosabb lehetdségeit és kihivasait az dvodai nevelésben’, kiilénds figyelmet forditva az
ovodapedagdgusok kiilonb6zo szemléleteire €s azok hatdsaira a MI integralasanak
folyamataban. Az 6vodapedagodgia, mint rendkiviil érzékeny és emberkdzpontu teriilet, szdmos
kérdést vet fel az MI alkalmazasaval kapcsolatban, kiillonosen akkor, amikor figyelembe
vesszilk a pedagogusok kiilonbozé filozofiai €és modszertani alapu hozzaallasait. E
tanulmanyban a  ftechnologiaszkeptikus és a  technologiaoptimista  szemléletl
6vodapedagdgusok nézopontjait is figyelembe veszem, miként befolyasoljak azok az MI-
eszk6zok alkalmazasanak elfogadésat és hatékony hasznalatat az 6vodai kérnyezetben (Lindahl
¢s Folkesson 2012, Blackwell et al 2014, Palaiologou 2016).

A tanulmanyban arra torekszem, hogy szekunder kutatds alapjan bemutassam azokat a szakmai
elemeket, amelyek véleményem szerint a cimbéli szakteriilet leirasat, kutatasat, elemzését,
rendszerezést és jobb megértését szolgaljak. Ilyen mddon irdnytiinek tekintem az érdekl6dok
szamara, hogyan kezdjenek hozza, folytassak, egészitsék ki vagy éppen vitatkozzanak az MI

6vodai nevelés univerzumanak aldbb olvashato elemeivel, tartalmaval, dsszefiiggéseivel.

A ,.digitalizacio az 6vodakban” és a ,,mesterséges intelligencia (MI) az 6vodakban” két kiilonbdzé technologiai
fejlesztési szintet képvisel az 6vodai nevelés teriiletén. Mig a digitalizacio alapvetd digitalis eszk6zok integralasat
jelenti, addig az MI alkalmazasa fejlettebb technoldgiak bevezetését igényli, amelyek képesek tanulni és
alkalmazkodni. A digitalizacio célja a meglévd pedagodgiai mddszerek tdmogatdsa €s gazdagitasa digitalis
eszkozokkel. Ezzel szemben az MI lehetdséget nyljt a pedagodgiai folyamatok személyre szabasara és uj
modszertanok kialakitasara. A digitalizac sordn a f6 kihivas a megfelel6 eszkdzok beszerzése ¢és a pedagdgusok
digitalis kompetenciainak fejlesztése. Az MI integracidja azonban tovabbi kihivasokat jelent, mint példaul az

adatvédelem, az etikai kérdések kezelése és a technoldgia magas koltségei.
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1.Az MI jelentésége az 6vodai nevelésben

A mesterséges intelligencia (MI) rohamos fejlédése az oktatas minden szintjén 0j lehetdségeket
teremt (Baditzné Palvolgyi és Jakab 2023), beleértve az dvodai nevelést is. Ugyanakkor a
technoldgia integralasa szdmos kérdést és kihivast vet fel, amelyek megoldasa elengedhetetlen
a felelds és hatékony hasznalathoz (Lee ¢és Xiong 2024). Ez az fejezet az MI 6vodai nevelésben
betoltott szerepét, elényeit és potencialis korlatait tekinti at.

Az 6vodai kornyezetben a mesterséges intelligencia (MI) olyan technologidk és rendszerek
gyljtéfogalma, amelyek képesek tanulni, problémakat megoldani €s alkalmazkodni az emberi
interakciokhoz, hogy tdmogassdk az oktatdsi és nevelési folyamatokat. Az MI ebben a
kontextusban nem csupan technikai megoldasokra korlatozodik, hanem olyan eszkozok ¢€s
szoftverek formajaban jelenik meg, amelyek hozzajarulnak a gyermekek egyéni fejlodésének
kovetéséhez, az oktatdsi és a nevelési folyamatok személyre szabasdhoz ¢és az
6vodapedagdgusok mindennapi munkdjanak megkonnyitéséhez (Honghu et al 2023, Neugnot-
Cerioli és Laurenty 2024).

Az adaptiv tanulasi rendszerek olyan intelligens szoftverek vagy platformok, amelyek valos
idében elemzik a felhasznalok interakcioit, hogy az oktatési és a nevelési tartalmat a gyermekek
egyéni igényeihez igazitsdk. A Smartick egy mesterséges intelligenciara épiilé matematikai és
készségfejlesztési oktatasi program minden gyermek szamara egyedi tanulési tervet készit,
elemzi a korabbi teljesitményét, hibait €s erdsségeit. A rendszer azonnali visszajelzést ad a
gyermekeknek a helyes ¢€s helytelen valaszokrdl, hogy azok azonnal korrigalhatok legyenek,
igy a feladatok fokozatosan valnak nehezebbé, ahogy a gyermek készségei fejlddnek. Az
adaptiv tanuladsi rendszerek lehetdséget nyujtanak a gyermekek egyéni tanuldsi iitemének és
szlikségleteinek megfeleld feladatok kialakitdsara. Az olyan alkalmazasok, mint a Smartick
vagy a Khan Academy Kids, adaptiv modon alkalmazkodnak a gyermekek fejlédési szintjéhez,
igy minden gyermek sajat tempdjaban haladhat, mikdzben egyéni tdmogatast kap a sziikséges
terileteken. Az Epic! olvasd alkalmazas lehetOséget ad a gyermekeknek, hogy személyre
szabott olvasmanyokat valasszanak, fejlesztve igy a szovegértési €s szokincsfejlesztési
képességeiket Su et al 2023).

Az adaptiv tanulasi jatékok segithetnek a gyermekeknek olyan szituaciok kezelésében, amelyek
szocialis interakciot igényelnek, példaul egylittmiikddés, segitségnyjtas, vagy a masok érzelmi
allapotanak felismerése. Az alkalmazéasok jatékos forméban tanitanak az egyiittmiikodésrol,
mikdzben pozitivan befolyéasoljak a gyerekek kozotti kommunikaciot €s egyiittmiikodést. A
Kimochi vagy a Feelings Flashcards segithetnek a gyerekeknek, hogy megértsék és kifejezzék

érzelmeiket, lehetdséget nyujtanak, hogy a gyerekek jatékos modon tanuljanak a kiilonb6z6
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érzelmekrol, és hogy felismerjék, hogyan reagaljanak masok érzéseire. A My Emotional World
tamogatja a gyerekeket, hogy szitudcidkat szimuldljanak, és igy megtanuljak, hogyan
tdmogassak egymast, valamint hogyan kezeljék a nehéz érzelmi helyzeteket (Su et al 2023).
Az interaktiv robotok, példaul a QTrobot egy interaktiv, humanoid robot, amelyet kifejezetten
oktatasi és fejlesztési célokra terveztek, kiilondsen a sajatos nevelési igényli gyermekek
szamara. A robot arckifejezéseket, gesztusokat és érzelmeket jelenit meg, amelyeket a
gyermekek utdnozhatnak vagy elemezhetnek, ezzel segitve az érzelmi intelligencia és az
empatia fejlodését (Su et al 2023).

A digitalis asszisztensek olyan MlI-alapu alkalmazasok, amelyek megkonnyitik az
o6vodapedagdgusok szdmara az adminisztrativ munkat, példaul a gyermekek fejlodési napldinak
vezetését vagy a sziilokkel valé kommunikaciot. A ClassDojo egy digitalis asszisztens lehetové
teszi, hogy a pedagdgusok kozvetleniil kapcsolatba lépjenek a sziilokkel, valds idejii
értesitéseket kiildjenek a gyermekek napi tevékenységeirdl, illetve a fejlédésiik soran tett
elérehaladasrol (Su et al 2023).

Az Ml-alapti eszk6zok hasznalatanak korlatait a gyermekek fejlédése szempontjabol
folyamatszertien is le lehet irni. Az alabbiakban egy ilyen folyamatabrat (1. dbra) adok meg,
amely 1épésrdl 1épésre koveti azokat a potencidlis hatdsokat, amelyek az MI-eszk6z6k nem

megfeleld alkalmazasabol eredhetnek.
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1. abra: Az Ml-alapu eszk6zok hasznalatanak korlatajai (Limitations of Using Al-based

Tools)

forras: sajat szerkesztés

Ezek a folyamatok egylittesen mutatjak, hogyan vezethet a talzott MI-hasznalat a gyermekek
fejlddésének egyes teriiletein bekdvetkezd visszaeséshez. A gyermekek szamara a legfontosabb
a kiegyensulyozott, interaktiv kornyezet, amely lehetdséget biztosit mind a technologiai
eszk6zok hasznalatara, mind pedig a valds tarsas kapcsolatokra és a kreativitasra (Honghu et al

2023).



2. Az 6vodapedagogusok szempontjai

Az MI alkalmazasa az dvodai kornyezetben 1j lehetdségeket kinal az 6vodapedagdgusok
szdmara, segitve Oket a gyermekek egyéni igényeihez igazodd nevelési-tanulasi kornyezet
kialakitdsaban, a nevelési-tanitasi folyamatok hatékonysaganak ndvelésében ¢és az
adminisztrativ terhek csokkentésében. Az 6vodapedagdgusok szempontjabol az MI nem csupan
eszkdz, hanem a pedagodgiai munkdjukat tdmogatd segitd technologiai univerzum, amely
egyarant jelent j kihivasokat és lehetoségeket (Bessenyei 2023). Az alabbi fejezetben
bemutatom az MI alkalmazasanak elOnyeit és kihivasait az 6vodapedagdgusok munkajaban (Su
et al 2023, Neugnot-Cerioli és Laurenty 2024, Tolgyes 2023).

Adminisztracios segédeszkozok kozé tartozik pl. a Brightwheel, amely lehetévé teszi az
ovodapedagdgusok szamara a gyermekek napi tevékenységeinek, fejlddésének és
kommunikéciojanak egyszeri nyomon kovetését. Az MI segitségével automatikusan
generalhatok fejlodési jelentések a szlilok szamara, és a napi adminisztracid gyorsan ¢és
hatékonyan kezelhetd. A Kindergarten 2.0 segit a gyermekek teljesitmények, jelenlét, napi
aktivitasok, illetve a szocidlis fejlddéseinek nyilvantartasdban, mikdézben az adatok
automatikusan szinkronizalédnak és elemzések is készithetok.

Fejlodési naplok €s adatgylijtéshez hasznalhato a Seesaw interaktiv platform, amely lehetévé
teszi az Ovodapedagogusok szadmara, hogy a gyermekek napi elérehaladdsat, munkait és
projektszerii feladatait rogzitsék. Az MI alapt analitika segit abban, hogy az adatok alapjan
személyre szabott fejlesztési tervet készithessenek az 6vodapedagogusok. A Tiggly timogatja
a gyermekek kognitiv és szocialis készségeinek fejlesztését, mikdzben interaktiv modon segiti
a pedagdgusokat a napldzasi €és elemzési feladatok elvégzésében.

A tanulasi tervek automatizaldsdhoz hasznalhatdé a Smartick, egy adaptiv tanulési platform,
amely a fejlédésiiknek megfeleld matematikai feladatokat mutat be a gyermekek szdmara, A
Classcraft egy jatékos alapt tanulasi rendszer, amely lehetdséget ad az 6vodapedagdgusoknak,
hogy személyre szabott tanuldsi élményeket biztositsanak a gyermekek szaméra. Kivalo
kommunikécids eszkoz a ClassDojo, amely lehetove teszi az 6vodapedagdgusok szamara, hogy
egyszerlien kommunikaljanak a sziil6kkel, oszthassanak meg informaciokat a gyermekek
elérehaladésarol, viselkedésérol, és napi aktivitasaikrol.

Az dvodapedagogusoknak képesnek kell lennitik arra, hogy digitdlis tananyagokat és adaptiv
tanulasi terveket készitsenek, amelyek a gyermekek egyéni fejlddési igényeire €s tempojara
szabottak (Betdk 2019, Betdk és Szabo-Varadi 2023). Ehhez az alkalmazasok és a tanulési

platformok mélyebb megértésére van sziikségiik. Alkalmasnak kell lenniik az interaktiv
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tanulasi eszkozok (pl. Osmo Learning, Kodable) hasznalatara, amelyek a gyerekek szocidlis,
érzelmi és kognitiv fejlédését tamogatjak. Rendelkezniiik kell a digitalisan gazdag tanulasi
kornyezetet kialakitasanak képességével, amelyben a technologia nemesak eszkdzként, hanem
a tanulasi élmény gazdagitasaként is szolgal. Tisztaban kell lenniiik a digitalis dallampolgari
keszségekkel, amelyek segitik a gyermekeket az online kornyezetekben valo felelds ¢és
biztonsagos navigalasban (Neugnot-Cerioli és Laurenty 2024).

Az MI eszkozok alkalmazasdval az oOvodapedagdgusok szerepe jelentésen atalakulhat
(Blackwell et al 2014). Mig korabban az oktatas és a tanulds irdnyitasa alapvetden az
ovodapedagogus feladata volt, addig most egyre inkabb a technologiai integrdciora és a
digitalis tanulasi kornyezetek kialakitasara helyezddik a hangsuly. Az 6vodapedagogusok
nemcsak a hagyomanyos oktatasi modszereket kell alkalmazzak, hanem az MI-alapu
alkalmazasok kezelését és az azok altal biztositott személyre szabott tanulasi élményeket is
koordinalniuk kell (Lindahl és Folkesson 2012).

Bar az MI jelentds tamogatast nyujthat az oOvodapedagdégusok szamara, fontos, hogy
megOrizzék szakmai autonomidjukat. Az automatizalas és a mesterséges intelligencia
alkalmazasénak egyik lehetséges kockdzata, hogy az dvodapedagogusok elveszithetik a
személyes kapcsolatot a gyermekekkel, és a tanuldsi folyamatok felett egyre inkabb a gépek
iranyitanak. Az MI rendszerek altal ajanlott megoldasok gyakran nem veszik figyelembe a
gyermekek egyedi sziikségleteit, €rzelmi allapotait €s szocialis fejlodését, ami miatt az
o6vodapedagdgusoknak tovdbbra is aktivan be kell avatkozniuk a tanuldsi és a
nevelésifolyamatokba, hogy ellassak azok megfeleld iranyitasat (Ertmer és Ottenbreit-Leftwich
2010, Palaiologou 2016).

Az MI bevezetésével 1) etikai és szakmai dilemmak 1s felmeriilhetnek. Az
ovodapedagdgusoknak meg kell kiizdenilik azzal, hogy hogyan biztosithatjak az etikus
alkalmazast az Ml-eszk6zokkel, figyelembe véve a gyermekek jogait, adatvédelmét és
személyes fejlodését. A gyermekek személyes adatait kezelése olyan etikai kérdéseket
vethetnek fel, mint a maganélet védelme és az adatbiztonsag, kiillonésen a GDPR-hoz val6

megfelelés szempontjabol (Neugnot-Cerioli és Laurenty 2024).
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3. Az ovodas gyermekek fejlodésére gyakorolt hatasok

Ez a fejezet azokra a hatasokra 6sszpontosit, amelyeket az M1 eszk6zok gyakorolnak az 6vodas
gyermekek fejlodésére. A technologia alkalmazédsa nemcsak a kognitiv fejlodést, hanem a
szocialis és érzelmi készségeket is segitheti, mikdzben 0j kihivasok elé allitja az 6voda
pedagégusokat ¢és a sziiloket (Dietz 2020). Az aldbbiakban bemutatom, hogyan
befolyasolhatjdk a kiilonbozé Ml-eszk6zok a gyermekek fejlodését, és milyen elényokkel,
illetve kihivasokkal jarhatnak ezek a technologiai tjitasok.

Az M1 alapt adaptiv tanulasi rendszerek képesek a gyermekek egyéni fejlodési liteme alapjan
személyre szabott feladatokat adni, ami lehetové teszi szdmukra, hogy sajat tempdjukban
fejlddjenek, mikdzben fokozatosan 1j kihivasokkal taldlkoznak. Példdul a Smartick
matematikai alkalmazas személyre szabja a feladatokat, figyelembe véve a gyermekek aktualis
tudésallapotat, és folyamatosan alkalmazkodik a fejlédésiikhéz. Az MI alapt nyelvtanulasi
eszk6zok, mint a Duolingo for Kids, interaktiv jatékos formédban segitenek a gyermekek
szokincsének bovitésében és a nyelvi készségek fejlesztésében.

Az olyan Ml-alapu interaktiv mesemondo robotok, mint az Emo the Robot, képesek érzelmi
interakciokat generdlni a gyermekekben, segitve Oket az érzelmi kifejezés és az empatia
fejlesztésében. Az érzelmek kifejezésére reagald robotok 6sztonzik a gyerekeket a kiilonb6zo
érzéseik felismerésére és azokra vald reagalasra. Virtuadlis beszélgeto partnerek, mint az Al-
driven therapy apps, segithetnek a gyermekeknek az érzelmeik kezelésében, példaul a
szorongas csokkentésében vagy a stressz kezelésében, igy hozzdjarulva az érzelmi intelligencia
fejlédéséhez.

A szocidlis készségeket fejleszto jatékok, pl. az Osmo Learning System, lehetOséget adnak a
gyermekeknek, hogy egyiittmiitkodjenek masokkal, kézosen oldjanak meg problémékat, és
osztozzanak a sikerélményekben. Az ilyen tipust alkalmazésok segithetnek a gyermekeknek a
csapatmunka, a tiirelem és a problémamegoldas képességeinek fejlesztésében. Az interaktiv
csoportos jatekok, amelyek tobb jatékost is bevonhatnak, mint példaul a CoSpaces Edu,
elosegithetik a gyerekek kozotti egylittmiikodést és kommunikaciot, igy erdsitve szocialis
készségeiket.

Az MI technologidk hatasa a gyermekek kreativitisdra és képzeloerejére szamos szempontbol
pozitiv lehet. Az interaktiv, személyre szabott és inspirald eszkozok lehetéséget nytjtanak a
gyermekek szamara, hogy szabadon alkossanak, 0j otleteket valdsitsanak meg €s kreativ modon
oldjanak meg problémakat. Az olyan alkalmazasok, mint a TinkerCAD, lehetdséget adnak a

gyerekeknek, hogy 0nallo alkotdsokat hozzanak létre, kisérletezzenek a digitalis térben.
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Digitalis miivészeti alkalmazasok, mint példaul a Procreate vagy a Pixlr, segitik a gyermekeket,
hogy kreativan fejezzék ki magukat, digitalisan festhessenek, rajzoljanak, fotdkat
manipulaljanak, anélkiil, hogy hagyomanyos eszkozokre lenne sziikségiik. Az M1 alapu alkoto
miivészeti eszk6zok (pl. Musicmaker Jam vagy Soundation) segithetnek a gyermekeknek abban,
hogy sajat zenét komponaljanak, mikdzben felfedezik az érzelmi és miivészeti Onkifejezés 0j
formait, lehetdvé téve szdmukra, hogy a miivészeti jellegi alkotasokon keresztiil
kommunikaljanak ¢és kifejezzék magukat, ami pozitivan befolyasolja kreativitasukat.

Az MI alapu jatékok, mint az Osmo Creative Studio vagy a Kano Computer Kit, 6sztonzik a
gyermekeket a problémamegoldésra, a torténetmesélésre és az 6nallo jatékra. Az ilyen tipust
eszk6zok jatékos formaban fejlesztik a kreativ gondolkodast és a képzelderdt, mikdzben a
gyerekek aktivan hozzajarulnak a jaték kimeneteléhez. Az interaktiv torténetmesélo eszkozok,
mint a Plotagon vagy a Toontastic, lehetdvé teszik a gyerekek szamara, hogy sajat torténeteiket
mes¢ljék el, karaktereket alkossanak és 11j vilagokat épitsenek, ezaltal serkentve a kreativ irast
¢s a vizualis kifejezésmodot.

Az olyan Ml-alapu jatékok, amelyek a szabad alkotdson alapulnak, példaul a Minecraft
Education Edition, lehetdvé teszik a gyermekek szamdra, hogy szabadon épitsenek, 0j vilagokat
alkossanak ¢és felfedezzék a lehetdségek hatarait. Az ilyen tipusu alkalmazéasok segitenek a
kreativitasuk kibontakoztatasaban, mikozben tanulasi folyamatokat is magukba épitenek. Az
alkalmazasok figyelembe veszik a gyermekek egyedi igényeit, és olyan kihivasokat adnak,
amelyek fejlesztik a problémamegoldd készségeket, mikdzben 0Osztonzik a kreativ
gondolkodast. Példaul a Smart Toys éltal kinalt eszkdzok lehetdséget biztositanak a
gyerekeknek, hogy kodolasi feladatokon keresztiil valjanak kreativ problémamegoldokka.

Ha a gyermekek tul sok id6t toltenek digitalis eszkozok eldtt, kiillondsen passziv modon (pl.
tévénézes, videojatékok), az csokkentheti a kreativ gondolkodast, mivel nem 0szténzik Oket
aktiv alkotasra vagy problémamegoldasra. A tulzott képernydido és passziv tartalomfogyasztas
konnyen elvonhatja a figyelmet a valos vilagban vald felfedezésrdl, €s a gyerekek fiiggdvé
valhatnak a képernydn megjelend elére megadott tartalmaktol. A passziv tartalomfogyasztas
tulzottan redukalhatja a gyermekek szellemi és érzelmi rugalmassagat, ami hossza tavon
csokkentheti talalékonysagukat. A gyermekek hajlamosak lehetnek a valosag és a digitalis vilag
kozotti hatarvonalat nehezebben megkiilonbdztetni, igy egyre kevésbé képesek onalldéan alkotod
szellemii gondolatokat generalni (Fayné Dombi et al 2016).

Az Ml-alapt alkalmazasok, kiilondsen azok, amelyek strukturalt, iranyitott tevékenységeket
kindlnak, csokkenthetik a kétetlen jaték, az onadllo felfedezés és a spontan kreativitds

lehetdségét. A gyerekeknek sziikségiik van a kotetlen jatékkal kapcsolatos tapasztalatokra,
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hogy fejlodhessenek a problémamegoldé képességekben, a tarsas készségekben €s az érzelmi
intelligenciaban. Ha az MI-vezérelt eszk6zok folyamatosan ,,tilporgetik™ a gyerekeket, vagy
tul erbteljes kiilsd irdnyitast alkalmaznak, az a gyermekek sajat dontéseik és a szabad
otleteléseik folyamatait gatolhatja. Ez a tulsagos strukturaltsag szorongast és stresszt okozhat,
mivel a gyermekek nem élhetik meg a hibazas, kisérletezés 6romét (Gyarmathy 2019).

Azok az MI alkalmazésok, amelyek szigoru feladatokat és elvardsokat tdmasztanak (példaul
adaptiv tanuldsi rendszerek), eldsegithetik a gyermekek teljesitményorientaltsagat, mikozben
korlatozzék a kreativ onkifejezés szabadsagat. Ha az MI-eszk6zok folyamatosan ellemérzik és
értekelik a gyermekek tevékenységét, 6k hajlamosak lehetnek tulsdgosan megfelelni a rendszer
altal elvart ,tokéletes” valaszoknak, ezzel gatolva a spontdn gondolkodast és az innovativ
otletek sziiletését. Ha a gyermekek ugy érzik, hogy minden 1épésiiket az MI-eszkdzokkel
Osszehasonlitjdk és értékelik, az novelheti a frusztraciot és csokkentheti a kreativitas irdnti
motivacidjukat (Sandor-Schmidt B. é.n).

Az Ml-alapu jatékok elvonhatjak a gyermekek figyelmét a valodi tarsas interakcioktol. Bar az
MI képes tamogatni a kognitiv és kreativ fejlédést, a gyermekek szocialis készségei, példaul a
kommunikécio, az empatia és az egyiittmiikodés nem fejleszthetdk elvart szinten, ha a
gyermekek tulzottan az MI-alapti alkalmazasokra tdmaszkodnak. A tulzott digitalis
eszkozhasznalat, kiilonosen akkor, ha nem kiegésziil valodi szocidlis tapasztalatokkal,
elszigeteltséget és szocialis készségek elmaradasat okozhatja. A gyerekek, akik tul sok i1dot
toltenek egyediil az MI-vezérelt jatékokkal, kevésbé lesznek képesek megbirkozni a valds
életben felmeriild szocidlis helyzetekkel, amelyek alkoto szellemii megoldasokat és empatiat
igényelnek (Gyarmathy 2019).

A gyermekek tulzott digitalizacioja elvonhatja a figyelmet a hagyomanyos, fizikai és szocialis
interakcioktol, a gyermekek mentalis és pszichikai allapotara olyan negativ hatassal lehetnek,
mint példaul a fokozott faradtsag, az ingerlékenység vagy a koncentracids problémak. A tulzott
képernyoido karos hatassal lehet a gyermekek pszichés jolétére, novelheti az alvaszavart és
csOkkentheti a figyelem fenntartdsanak képességét (Su és Yang 2022).

Az Ml-eszk6zok haszndlata az ovodapedagogusok és a sziilok szerepének atrendezddéséhez
vezethet, mivel az eszkdzok alkalmanként részben helyettesithetik az 6vodapedagdgusokat. Ez
csOkkentheti a gyermekek szamara a sziikséges emberi kapcsolodést és a személyre szabott
tamogatast, mert az MI nem képes helyettesiteni az érzelmi tdmogatast, amely az egészséges
fejléddéshez sziikséges (Tothné 2020). Az Ml-eszkozok ovodai kornyezetben torténd
alkalmazasa esetén kulcsfontossagu, hogy azok ne helyettesitsék, hanem kiegészitsék az emberi

kapcsolatokat (2. dbra), kiilonosen az 6vodapedagdgusok és gyermekek kozotti interakciokat.
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4. 4bra: Az emberi kapcsolatok kiegészitésének folyamata (Process of Complementing

Human Relationships)

forras: sajat szerkesztés



5. A sziilok nézépontjai

A gyermekek fejlodése szoros Osszefliggésben all a sziiléi tamogatissal, az otthoni
kornyezetben kialakitott nevelési elvekkel és a csaladi értékekkel. A sziilok szerepe nem csupan
a gyermekek szocialis, érzelmi és kognitiv fejlédésének alapja, hanem az 6vodai nevelési
folyamatokkal vald szoros egyiittmiikodésiik is elengedhetetlen a gyermekek optimalis
fejlédése érdekében (Plowman et al 2008, Plowman et al 2012). A fejezet célja, hogy feltarja a
sziil6i nézépontokat az MI alkalmazasaval kapcsolatban, figyelembe véve a sziil6k aggélyait,
elvarasait és tdmogatasat a technologiai eszk6zok integralasaban az 6vodai nevelésbe.

A sziilok elvarasai az MI hasznalataval kapcsolatban az 6vodakban valtozatosak lehetnek,
hiszen minden csaldd mas hattérrel és igényekkel rendelkezik. Azonban altalanosan
elmondhat6, hogy felmeriilhetnek az alabbi fobb elvarasok (3. abra). A folyamat megértése és
kovetése segithet abban, hogy az 6vodék és az 6vodapedagdgusok hatékonyan reagaljanak a
szulok elvarasaira, és elérjék, hogy az Ml-eszkdzok alkalmazdsa minden szempontbol a

gyermekek javat szolgalja.

6. abra: A sziilok fobb elvarasainak folyamata (Process of Parents' Expectations)

forras: sajat szerkesztés
Az egyik legfontosabb aggaly a sziilok korében az adatvédelem és a gyermekek biztonsaga
(NETEDUCATIO 2022). Az MI-eszk6zok gyakran gytijtenek érzékeny adatokat a gyermekek
tevékenységeirdl, tanulasi eldrehaladasukrél és viselkedésiikrdl, az adatok taroldsa és
feldolgozasa nemcsak a gyermekek, hanem az 6vodak és a sziilok szamara is komoly biztonsagi

kockazatokat rejthet.



A sziilok gyakran aggodnak a gyermekek digitalis fiiggosége miatt. A tulzott digitalis
interakcidk helyettesithetik a valddi, személyes kapcsolatokat, amelyek kulcsfontossaguak a
szocialis és érzelmi fejlodéshez. Nyugtalankodhatnak amiatt, hogy az Ml-alapt eszkdzok
tulzott hasznalata csokkentheti az emberi kapcsolatokat az 6vodai kornyezetben. A sziilok
gyakran 1gy ¢érezhetik, hogy az eszkozok talsdgosan elvonjdk a figyelmet a
o6vodapedagogusoktol és a gyermekek kozotti tarsas kapcsolatoktol, ami hossza tdvon karos
hatéassal lehet a gyermekek fejlddésére (Zhu és Zhang 2023).

A szililék masik félelme, hogy az Ml-eszk6zok altal haszndlt algoritmusok nem mindig
atlathatoak. Az algoritmusok dontései €s ajanlasai hatassal lehetnek a gyermekek oktatésara és
fejlédésére, de a sziilok nem mindig tudjak, hogyan miikodnek ezek a rendszerek. Az ilyen
elfogultsagok torzithatjak a gyermekek tanulasi élményét és lehetdségeit (Sun et al. 2024).

A sziilok tarthatnak attol is, hogy az MI-alapu eszk6zok, kiilondsen a tulzottan interaktiv vagy
jatékos rendszerek, nem nyujtanak elegend6 érzelmi tamogatast a gyermekek szamara. Az ilyen
technolégidk nem képesek érzékelni a gyermekek érzelmi allapotat, és nem kinalnak olyan
szintli empatiat, mint egy felnétt. A sziilok félhetnek attol, hogy a gyermekek részestilnek olyan
mély, emberi interakcidkban, amely a szocidlis és érzelmi fejlodésiikhoz sziikséges (Zhu és
Zhang 2023).

A sziilok aggalyaiként meriilhet fel az is, hogy nem minden gyermek fér hozza az MI-alapt
eszk6zokhoz otthoni kornyezetében. Azok a csaladok, akik nem rendelkeznek megfeleld
technologiai eszkozokkel, hatranyba keriilhetnek a technologiahasznalatban. Ez digitalis
egyenlotlenséghez vezethet, amely tovabb sulyosbithatja a szocialis kiilonbségeket (Sun et al.
2024).

A sziil6k elditéletei az MI-alapt eszk6zok alkalmazasaval kapcsolatban jogosak, és figyelembe
kell venni ket az intézmények és az Ovodapedagogusok részérdl. Az adatvédelem, a
gyermekek digitalis joléte, az emberi kapcsolatok megdrzése és a technoldgiai egyenltlenség
mind olyan kérdések, amelyek kezelése elengedhetetlen ahhoz, hogy az MI valoban segithesse

a gyermekek fejlodését anélkiil, hogy kart okozna.
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7. Etikai és adatvédelmi kérdések

Mivel az 6vodas gyermekek még fejlodésiik korai szakaszaban jarnak, kiilondsen fontos, hogy
a technoldgiai megoldasok ne sértsék meg az Oket megilletd jogokat és méltosagukat. A
gyermekek személyes adatai és digitalis aktivitasai érzékeny informaciok, amelyek védelmét el
kell latni, és meg kell oldani, hogy az MI rendszerek ne csak a hatékonysagot, hanem az etikai
normdkat is figyelembe vegyék (Zoka 2019). A fejezet célja, hogy bemutassa azokat a
legfontosabb etikai ¢és adatvédelmi kérdéseket, amelyek az MI-eszk6zok alkalmazéasakor
felmeriilhetnek az 6vodai nevelés soran.

Az MlI-alapu rendszerek az 6vodakban kiilonféle adatokat gytijthetnek, amelyek segitségével a
gyermekek tanulasi folyamatat €s fejlodését személyre szabott modon tamogathatjak (European
Commission 2022). Az adatgylijtés soran legtobbszor az aldbbi tipust informacidk johetnek
1étre: tanulasi adatok (fejlodési nyomon kovetés, interakcios adatok), valamint magatartasi és
erzelmi adatok (érzelemfelismeres, szocidlis interakciok). Alapvetd, hogy a gyermekek
személyes adatait csak a sziikséges mértékben gyujtsék és dolgozzak fel. Az adatokat csak a
tanitadsi és nevelési célokra szabad felhasznalni, és feliigyelni kell, azok ne keriiljenek
illetéktelen kezekbe. Az adatok anonimitdsa és titkositasa elengedhetetlen, hogy megvédjék a
gyermekek személyes informacioit (Poth 2024).

A sziildknek joguk van ahhoz, hogy t4jékoztatast kapjanak a gyermekeik adatainak gytijtésérdl
¢és felhasznalasarol. A beleegyezésiik nélkiil nem szabad adatokat gyiijteni. Ezért az
intézményeknek vilagos adatkezelési iranyelveket kell alkalmazniuk, és biztositaniuk kell, hogy
minden alkalmazott és pedagdgus tisztdban legyen az adatvédelmi szabalyokkal is (New
America 2024).

A gyermekek adatainak védelme érdekében rendszeres auditalas sziikséges, hogy az adatok
gyljtése €s feldolgozasa megfeleljen az eldirasoknak. Az intézményeknek meg kell teremteniiik
az atlathatosag feltételeit a sziilok és pedagdgusok szamara, igy minden érintett fél tudomassal
birhat az adatkezelési gyakorlatokban alkalmazott mddszerekrdl €s azok hatékonysagarol. Az
MI rendszerek altal generalt esetleges torzitasok vagy hibak kezelése kiilondsen fontos, mivel
ezek befolyasolhatjak a gyermekek fejlodésére tett hatdsokat, valamint a pedagogiai dontéseket
is (New America 2024).

Az etikai iranyelvek betartasa az M1 alkalmazasa soran kulcsfontossagt, hogy a gyermekek, az
ovodapedagdgusok €s a sziilok biztonsagban érezzék magukat az eszkozok hasznalata sordn.
Az atlathatosag, a gyermekek jogainak tiszteletben tartidsa, a tisztességes bandsmod, és a

folyamatos etikai feliilvizsgalat eredménye, hogy az MI hozzajaruljon a gyermekek
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fejlédéséhez, mikdzben védelmet nyujt a potencialis karos hatasokkal szemben (MIT

Responsible Al for Social Empowerment and Education 2024).

8. Ajanlasok kutatoknak és fejlesztoknek

Az MI integralasa az Ovodapedagodgidba szamos 1) kutatdsi lehetdséget kinal
tarsadalomtudomanyi és modszertani szempontbdl (Mezé 2019). Az aldbbiakban néhany
elméleti és empirikus kutatasi témajavaslatot sorolok fel.

Az MI etikai kérdései az ovodai nevelésben: vizsgédlhatja az MI alkalmazéasanak etikai
vonatkozasait az ¢vodai kdrnyezetben, beleértve az adatvédelem, a gyermekek jogai és az
o6vodapedagdgusok szerepének valtozasat.

Az MI tarsadalmi fogadtatasa az ovodapedagogiaban: elemezheti, hogy a tarsadalom ¢és a
pedagdgusok miként reagilnak az MI bevezetésére az dvodai nevelésben, és milyen félelmek
vagy elvarasok kapcsolédnak hozza.

Az ovodapedagogusok felkészitése az MI alkalmazdasara az ovodai nevelésben: feltarhatja, hogy
milyen képzési programok ¢€s modszertani tdmogatds sziikséges ahhoz, hogy az
6vodapedagdgusok hatékonyan integraljak az MI-t a mindennapi nevelési gyakorlatba.

Az MI szerepe a gyermekek fejlodésének nyomon kovetésében: vizsgéalhatja, hogy az M1 alapi
rendszerek miként segithetik a gyermekek kognitiv, szocialis és érzelmi fejlédésének
monitorozasat és értékelését az dvodai kornyezetben.

Ezek a kutatdsi témak hozzajarulhatnak az MI alkalmazasanak mélyebb megértéséhez és

crer

Az MI platformokat fejlesztd Ed-Tech cégek szadmos moddon tdmogathatjdk az MI
hasznossaganak fejlédését az 6vodakban.

Személyre szabott tanulasi platformok fejlesztése: az MI lehetévé teszi a tanulas
individualizalasat, alkalmazkodva az egyes gyermekek tanulasi stilusahoz ¢és iliteméhez. Az
adaptiv tanulési platformok segitségével az 6vodapedagdgusok hatékonyabban tamogathatjak
a gyermekek fejlodését.

Automatizalt értékelési rendszerek kialakitasa: az értékeld eszkozok gyors és pontos
visszajelzést nyujtanak a gyermekek teljesitményérdl, lehetdveé téve az 6vodapedagdgusok

szdmara a fejlodési teriiletek azonositasat €s a sziikséges beavatkozasok megtervezését.

35



Virtualis asszisztensek és chatbotok integralasa: a virtualis asszisztensek segithetnek az
6vodapedagdgusoknak az adminisztrativ feladatok kezelésében, valamint tamogatést
nyUjthatnak a gyermekeknek a tanuldsi folyamat soran.

Képzési programok és tovabbképzések biztositasa: az Ed-Tech cégek szerepet vallalhatnak az
ovodapedagogusok digitalis kompetencidinak fejlesztésében, képzési programok ¢és
workshopok szervezésével, amelyek bemutatjdk az MI eszkdzok hatékony alkalmazasat az
6vodai kdrnyezetben.

Biztonsdagos és etikus MI alkalmazasok fejlesztése: fontos, hogy a cégek olyan MI megoldasokat
kindljanak, amelyek megfelelnek az adatvédelem és az etikai normdak kovetelményeinek,
biztositva a gyermekek biztonsagat és a sziilok bizalmat.

Ezekkel a 1épésekkel az Ed-Tech cégek hozzajarulhatnak az dvodai nevelés mindségének
javitasdhoz, tdmogatva az Ovodapedagoégusok erdfeszitéseit €s eldsegitve a gyermekek

holisztikus fejlodését.

Osszefoglalo

A tanulmany atfogé képet adott az MI alkalmazasanak lehetdségeirdl és kihivéasair6l az 6vodai
nevelésben, figyelmet forditva a pedagogusok kiilonbozé szemléleteire, kiilondsen a
technologiaszkeptikus €s a technologiaoptimista megkozelitésekre. Az dvodai nevelésben az
MI szerepe nem csupan technoldgiai 0jitas, hanem pedagogiai és etikai dilemmakat is felvet,
amelyek eltérd reakciokat valthatnak ki a kiilonbozd szemléletli 6vodapedagogusok korében.
Az MI bevezetése az 6vodai kornyezetbe mindkét szemlélet szamdra szamos elénnyel és
kihivassal jar. A technoldgiaszkeptikus pedagdgusok szaméra a legnagyobb kihivas az lehet,
hogy az 10j technologiak hogyan illeszkednek a gyermekek szocialis, érzelmi és kognitiv
fejlédéséhez, mikozben fenntartjak a személyes kapcsolatok €s az emberi nevelés hagyomanyos
szerepét. A technoldgiaoptimista pedagdgusok pedig az innovaciok eldnyeit keresik, de fontos
szamukra a technologiai eszk6zok felelds €s etikusan alkalmazott integralésa is.

A jovoben elengedhetetlen, hogy az MI alkalmazasa az 6vodai nevelésben mindkét szemlélet
szem el6tt tartasaval valosuljon meg. Az egyik legfontosabb cél, hogy az 0j technologiai
eszkozoket tigy integraljuk, hogy azok kiegészitsék, és ne helyettesitsék az 6vodapedagdgusok
személyes szerepét és a gyermekek szamara biztositott emberi kapcsolatokat. Ezen kiviil az
ovodapedagdgusok szamara kiemelten fontos, hogy megfeleld képzéseken vegyenek részt az
MI-eszk6zok haszndlataval kapcsolatosan, igy biztositva a technoldgia hatékony és etikusan

alkalmazott bevezetését.
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Az MI alkalmazasa az ovodakban valoban felvethet bizonyos aggalyokat, kiilondsen azok
szdmara, akik a gyermekek fejlodésére és jolétére helyezik a hangsulyt. Azonban fontos
megnyugtatni mind a sziiléket, mind az 6vodapedagogusokat, hogy az MI-nak nem célja a
hagyomanyos pedagogiai moddszerek és emberi kapcsolatok helyettesitése, hanem azok

tamogatasa ¢€s kiegészitése.
Koszonetnyilvanitas

Egy j kutatasi teriilet felfedezését €s kivancsisigom, hogy megértsem azt, valamint
Osztonzését jelen tanulmény megirdsdhoz koszondm feleségemnek, Didnak, az
OVODAPEDAGOGUSNAK, aki ravezetett arra, hogy elfogadjam: az 6vondk tudasvagya,
szorgalma, lelkesedése ¢€s elkotelezettsége hegyeket mozgathat meg. A munkaiddt és az dvodai
tiikrot koszonom kislanyunknak, Lizanak, az OVODASNAK, akinek ram szegezett csillogo
okos tekintete folyamatosan elgondolkodtat a jov6 intelligencidit illetden.

Apaként aggddom, kutatoként reménykedem.
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Oktatasi chatbotokkal kapcsolatos tanuldi bizalmat meghatarozo tényezok
Factors determining student trust
in educational chatbots

Ollé Janos?

Absztrakt

A mesterséges intelligenciara épiild oktatasi chatbotok egyre gyakrabban jelennek meg a
digitalis tanulési kornyezetekben, kiilondsen a felsGoktatasban és a feln6ttképzésben. A veliik
szembeni tanul6i bizalom azonban alapvetden befolyésolja, hogy a hallgatok milyen mértékben
fogadjak el és hasznaljak ezeket az eszkozoket tanuldstdmogatasra. A tanulmany egy feltaro
jellegti pilotvizsgalat eredményeit mutatja be, amely alapjan egy kérddives adatgytijtés alapjan
megallapithatd, hogy a bizalom feltételekhez kotott: a valaszadok szaméra kiemelten fontos a
chatbot valaszainak szakmai pontossaga, a miikodés atlathatosaga, valamint az emberi jelenlét
— kiilonosen az oktatoi kontroll — biztositasa. A résztvevok a chatbotot elsdsorban kiegészitd,
nem pedig helyettesitd tanulasi eszkozként fogadjak el, leginkdbb elméleti tudas elsajatitasaban
és tanuldsszervezési tamogatasban hasznalnak. A tanulmany a tanul6i bizalom f6bb dimenzioit
mutatja be, és javaslatokat fogalmaz meg az oktatdsi céli chatbotok tudatos és hiteles

fejlesztéséhez és alkalmazéasahoz.

Kulcsfogalmak: oktatasi chatbot, tanuldéi bizalom, mesterséges intelligencia, felsdoktatas,

feln6ttképzés, tanuldstamogatas.

Abstract

Educational chatbots powered by artificial intelligence are increasingly present in digital
learning environments, particularly in higher and adult education. However, learners’ trust in
these systems fundamentally influences the extent to which they accept and use them for
learning support. This study presents the results of an exploratory pilot survey, which reveals

that trust in educational chatbots is conditional. Based on questionnaire data, respondents
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emphasized the importance of the chatbot’s professional accuracy, operational transparency,
and the assurance of human presence—especially instructional oversight. Participants primarily
view chatbots as supplementary rather than substitutive tools in learning, and would mostly use
them for acquiring theoretical knowledge and receiving organizational support. The study
identifies key dimensions of learner trust and offers recommendations for the conscious and
credible development and application of educational chatbots.

Keywords: educational chatbot, learner trust, artificial intelligence, higher education, adult

learning, learning support.

Bevezeto

A mesterséges intelligencian alapulo oktatdsi chatbotok megjelenése 11j dimenziot nyitott az
online tanulasi kornyezetekben. Az azonnali lizenetvaltasra és természetes nyelvi parbeszédre
képes rendszerek személyre szabott tdmogatast nyujtanak, azonnali visszajelzést adnak, ¢és
fokozhatjak az interaktivitast a tanulas soran. Kiilondsen a ChatGPT 2022. végi megjelenését
kovetden tapasztalhatd robbandsszerii érdeklédés az oktatasi cél chatbotok irdnt, amelyet a
felsOoktatasban ¢€s a felndttképzésben is egyre szélesebb korl kisérletezés kovetett. Az oktatasi
chatbotok sikeressége nem csak technologiai fejlettségiikon vagy funkcionalitasukon mulik. A
tanulok részérél megnyilvanuld bizalom kulcsfontossagu tényezd: ha a hallgatok nem biznak a
chatbotban, nem veszik igénybe annak segitségét, nem hasznaljak fel a tanulasban, vagy akar
el is utasitjak az igy biztositott tanulastimogatasi lehetdséget. A bizalom mértéke nemcsak az
elfogadasra van hatdssal, hanem visszahat a tanuldsi eredményekre is, befolyasolhatja a
teljesitményt, a tanulasi kornyezettel kapcsolatos elégedettséget, vagy a tanulasi élményt.

A bizalom ebben a kontextusban is tobbdimenzios jelenség. Egyrészt technoldgiai jellegii
(bizik-e a tanul6 a valaszok pontossagaban és relevancidjaban), masrészt pszichologiai (képes-
e komfortosan és biztonsagérzettel hasznalni a rendszert), harmadrészt pedig az oktatasi
kimenetekhez kapcsolddik (érzi-e, hogy a chatbot tdmogatja az elérehaladasat). A tanuloi
bizalom egy komplex, multifaktoridlis konstrukcid, amely technoldgiai, pszicholdgiai és
pedagogiai elemek kdlcsonhatasabol épiil fel (Schei et al. 2024).

Ez a tanulmany egy feltaro jellegi empirikus pilot kutatas keretében vizsgélja és elemzi, hogy
fels6oktatasban, posztgradudlis képzésen tanuld felndtt hallgatokbol allé csoport hogyan
viszonyul a chatbotokkal tdmogatott oktatashoz és tanulasi kornyezethez. Jelen tanulmany

célja, hogy empirikus és elméleti alapokon feltarja a tanuldi bizalmat meghatarozo fobb
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tényezoket, hozzajarulva ezzel az oktatdsi technoldgidk megalapozottabb alkalmazéasahoz,

valamint a bizalomépités stratégidinak tudomanyos megalapozasahoz.

1.A chatbotokkal kapcsolatos bizalom szakirodalmi hattere

Az oktatasi chatbotok tanuldsi kornyezetekbe torténd integraldsa egy olyan transzformativ
eszkoOzt vezetett be, amely javithatja az oktatdsi eredményeket, személyre szabott tamogatast
nyujthat és fokozhatja az elkdtelezddést. Azonban e chatbotok sikeressége nagymértékben a
tanulok bizalmatdl fiigg, amelyet kiilonféle tényezok befolyasolnak.

1.1.Technoldgiai pontossag és bizalom

A technologiai pontossag a chatbotok altal szolgaltatott informacidk megbizhatdsagat,
helyességét és kovetkezetességét jelenti. Ez a tényezd jelentés mértékben befolyasolja a tanulok
bizalmat, mivel a pontatlan vagy megbizhatatlan valaszok szkepticizmust és a bizalom
csOkkenését valthatjak ki. A tanulok hasznos eszkdznek tartjak a chatbotokat olyan tanulmanyi
feladatokhoz, mint az iras, programozas vagy problémamegoldas, de gyakoriak az aggodalmak
a valaszok pontossagaval és megbizhatdsagaval kapcsolatban (Schei et al. 2024; Bettayeb et al.
2024). A valaszok becsiilt pontossaganak atlathatova tétele ndvelheti a felhasznaldi bizalmat,
de az atlathatésdg onmagiban nem mindig elegendd a bizalom kialakitdsahoz, mivel a
felhasznalok eltéréen értelmezhetik az 4tlathatosagi jeleket. Ez hangstlyozza annak
fontossagat, hogy a chatbotokat egyértelmii €s intuitiv atlathatosagi funkciokkal tervezzék meg
a bizalom novelése érdekében. A szakértdi pozicionalds — azaz a chatbot bemutatasa egy adott
szakteriilethez kapcsolodo eszkozként — szintén hatassal lehet a bizalomra. Ha a chatbotot egy
adott teriilet (pl. épitdipari feladatok) szakértdjeként keretezik, az noveli a felhasznalok észlelt
bizalmat és a chatbot iranti tdmaszkodast (Wienrich és Obremski 2024). Ez arra utal, hogy a
chatbot képességeinek ¢€s korlatainak egyértelmii kommunikaldsa novelheti annak hitelességét
¢€s megbizhatosagat.

1.2. Pszichologiai észlelés és bizalom

A pszichologiai észlelés arra utal, hogy a tanulok hogyan tapasztaljdk meg és értelmezik a
chatbotokkal wval6 interakciojukat. Ez magaban foglalja az érzelmi kotddéseket, az
onhatékonysagot és a személyiségjegyeket, amelyek jelentds szerepet jatszanak a bizalom
kialakuldsdban. A chatbotoknak az a képessége, hogy érzelmi kapcsolatot alakitsanak ki a
tanulokkal, jelentdsen befolydsolhatja a bizalmat. Az érzelmi kifejezés és az empatia beépitése

a chatbot-interakciokba ndvelheti a tanuldk érzelmi biztonsagérzetét és bizalmat A ChatGPT
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hasznalatat vizsgald kutatasok is hangsulyozzdk az érzelmi tdmogatas fontossagat, hogy a
tanulok a chatbotot megbizhat6 és hasznos eszkoznek érzékeljék (Bettayeb et al. 2024).

Az dnhatékonysag — az a meggy6z0dés, hogy a tanul6 képes sikeresen elvégezni egy feladatot
— hatéssal van a chatbotokkal szembeni bizalomra. Egy kutatas azt talalta, hogy azok a tanulok,
akik magasabb Onhatékonysaggal rendelkeznek, nagyobb valoszinliséggel biznak meg a
chatbotokban és hasznaljak dket tanulmanyi feladatokhoz. A chatbotok novelhetik a bizalmat
azaltal, hogy erdsitik a tanulok kontroll- és kompetenciaérzetét. A személyiségjegyek, példaul
az ¢érzelmi instabilitds és az Ujdonsagokra valo nyitottsdg szintén hatdssal lehetnek a
chatbotokkal szembeni bizalomra. Az alacsonyabb neuroticizmussal rendelkeznek (azaz
kevésbé hajlamosak a szorongdasra és stresszre), nagyobb valdszinliséggel fogadjak el és biznak

meg a chatbotokban (Raiche et al. 2023).

2. Tanulasi eredményesség és hatékonysag hatasa a bizalomra

A tanulmanyi teljesitmény, a tanulassal valo elégedettség és a viselkedési szandékok — szintén
Osszefiiggésben allnak a tanuldk chatbotokba vetett bizalméaval. A bizalom és az oktatasi
eredmények kozotti kapcesolat kétirdnyu: a pozitiv kimenetek erdsithetik a bizalmat, mig a
bizalom eldsegitheti a jobb tanuldsi eredményeket. A chatbotokba vetett bizalom pozitiv
korrelaciét mutat a tanulmanyi teljesitménnyel. Azok a tanulok, akik biztak a chatbot
megbizhatdsdgaban és pontossdgaban, magasabb osztalyzatokat és jobb tananyagmegértést
tapasztaltak (Uppal és Hajian 2024). Hasonl6é eredmények szerint a chatbotok képesek javitani
a tanulasi eredményeket a személyre szabott tdmogatis és az azonnali visszajelzés alapjan
(Bettayeb et al. 2024).

A tanuldi bizalom az oktatdsi chatbotokkal kapcsolatban egy Osszetett, tobbtényezds
konstrukcio, amelyet technoldgiai pontossdg, pszicholdgiai észlelés és oktatasi kimenetek
befolyasolnak. A technologiai pontossag — beleértve a valaszok megbizhatosagat és az
atlathatosagot — alapvetd a bizalom kiépitésehez. A pszichologiai tényezok, mint az érzelmi
kapcsolodés, Onhatékonysag és személyiségvondsok, szintén kulcsszerepet jatszanak. Az
oktatasi eredmények — ideértve a teljesitményt, a viselkedési szandékokat és az elégedettséget
— egyszerre befolyasoljak és megerdsitik a bizalmat. Ahhoz, hogy az oktatasi chatbotok valoban
betolthessék tanulastamogat6 szerepiiket, a fejlesztoknek €s oktatoknak olyan chatbotokat kell
terveznilik, amelyek nemcsak pontosak ¢s atlathatdak, hanem érzelmileg is tdmogatoak, és

illeszkednek a tanulok igényeihez ¢s preferenciaihoz. E tényezdk figyelembevételével az
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oktatasi chatbotok megbizhatd eszkozokké valhatnak, amelyek gazdagitjdk a tanulasi

¢lményeket és javitjak a tulmanyi eredményeket.

Modszertan

A tanulméany empirikus alapjat egy kérddives felmérés képezte, amelyet a digitalis tanulasi
kornyezetekkel aktivan foglalkozo felndtt tanuldi csoport korében végeztiink. A kutatds
célcsoportjat az e-learning fejleszté szakiranya tovabbképzés hallgatoi és végzett hallgatoi
alkottdk (N=45 0), akik a felsGoktatas posztgradualis képzési rendszerében vesznek (illetve
vettek) részt. A minta nem reprezentativ, €s specialis szakteriileti kontextusban értelmezendd;
ennek megfelelden a vizsgalat feltaro, pilot jellegli. A kutatasnak ezt a jellemzdjét figyelembe
kell venniink a kutatasi eredmények értelmezésnél és az eredmények korldtainal is. Fontos
megjegyezni, hogy a célcsoportra a képzésiik témdja alapjan nem jellemzOk az alapvetd
technikai ellenérzések, illetve szamukra az Al-alapt tanulasi technoldgiak, kiilondsen az
oktatasi chatbotok témaja nem volt ismeretlen. Ezaltal kizarhatéak azok a tipikus torzitd
hatasok (mint példaul a technologiai szorongés vagy az informacidhidny €s tapasztalatlansag),
amelyek egy tagabban értelemezett vizsgalt minta esetén gyakran jelentkeznek. Egy atfogd
kérddiv részeként a chatbotokkal tdmogatott tanuldsi helyzetekhez kapcsolodo 9 kérdés koziil
3 Likert-skalas item rogzitette a valaszadok attitiidjeit €s vélekedéseit, illetve 6 nyilt végi,
kvalitativ jellegli kérdés is szerepelt, amelyek a hallgatok szubjektiv élményeinek,
értelmezéseinek és elvarasainak feltarasat céloztak. A nyilt kérdések lehetdséget adtak a tanuldi
bizalom arnyaltabb, kontextusba agyazott megkozelitésére és feltardsara is. A nyilt végl
valaszokat kvalitativ tartalomelemzés segitségével dolgoztuk fel. A valaszok elsddleges, nyilt
kodolasa utan tematikus kategoridkat alakitottunk ki, amelyek a bizalom kiilonb6zd dimenzioi
(pl. technologiai megbizhatosag, oktatoi kontroll, érzelmi viszonyulds) szerint rendezddtek. Az
elemzés soran induktiv kategoriaképzést alkalmaztunk, majd a kapott témakat kvantifikaltuk a
valaszok el6forduldsi gyakorisdga alapjan, hogy a kvalitativ eredmények strukturaltan
beépithetdk legyenek a kvantitativ eredmények értelmezésébe. Az adatgytijtés online formaban
tortént: a kérddiv egy webalapu lirlapon keresztiil volt elérhetd, és a kitoltés onkéntes, anonim
moddon zajlott. A valaszadasra rendelkezésre all6 iddszak két hét volt. Az igy gyiijtott adatok
lehetdséget biztositottak arra, hogy az elméleti hattérben azonositott bizalmi dimenzidkat a

valos oktatasi gyakorlat szempontjabol is értelmezziik.
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Eredmények

A tanuldi bizalom tipusai: eltérd bizalmi attitiidok megoszlasa

A kérddives vizsgalat egyik kulcskérdése arra iranyult, hogy a valaszadok milyen mértékben
biznanak meg egy olyan képzés soran alkalmazott oktatasi chatbotban, amely tanuldstimogato
szerepet tolt be. A nyilt kérdésre adott valaszok alapjan négy jol elkiilonithetd bizalmi attitiid6t
azonositottunk, amelyek kvalitativ értelmezéssel, majd kvantitativ osztalyozassal kertiltek
besoroldsra. A valaszaddk tobbsége (51%) feltételes bizalmat fogalmazott meg az oktatasi
chatbotokkal kapcsolatban. Ezek a kitoltok alapvetéen nem zarkoéznak el a chatbot
alkalmazasatol, &m bizalmuk eléfeltételekhez kotott. Kiemelték példaul, hogy a chatbotnak
validalt, szakszeriien el6készitett tananyagra kell épiilnie, miikodését emberi kontrollnak kell
kisérnie, valamint elvarjdk a célzott oktatasi feladathoz val6 illeszkedést is. A hallgatok
véleménye a technoldgiai pontossag és a transzparencia kulcsszerepét emeli ki a bizalom
kialakuldsaban.

A valaszadok 20%-a bizalmatlansagot vagy szkepszist fejezett ki. Az ebbe a csoportba tartozok
els6sorban a chatbot megbizhatdsagat, hibazasi lehetéségét és az emberi kapcsolodas hidnyat
emlitették aggalyosnak. Tobben egyenesen veszélyesnek tartjdk a chatbotok oktatasi célu
alkalmazasat, mivel szerintiik ezek nem alkalmasak a mélyebb pedagdgiai timogatasra. Ez a
csoport a pszichologiai komfortérzet és a kontroll hidnyat tekinti a bizalom legfébb
akadalyanak.

Szintén 20%-ot képviseltek azok a valaszadok, akik elvi bizalomrdl vagy elfogadasrol
szamoltak be. Ok alapvetéen pozitivan viszonyulnak az oktatasi célu MI-alkalmazasokhoz, és
vagy magaban a technologidban, vagy az adott képzési kornyezetben (pl. a tanari vagy
intézményi dontéshozok szakértelmében) biznak. Ez a csoport kiillondsen nyitott az
innovaciokra, és az ujdonsag elfogadasat nem feltételezi a személyes tapasztalat meglétéhez.
A valaszadok legkisebb csoportja (9%) tapasztalat-alapt bizalmat fogalmazott meg. Ok konkrét
pozitiv élményekre (pl. ChatGPT-vel végzett sikeres tanulasi helyzetekre) hivatkozva jelezték,
hogy mar most is megbiznak a chatbotokban. Ez a csoport a bizalmat kdzvetlen interakciok és
Jol miikddd hasznalati tapasztalatok alapjan épitette fel, ami alatdmasztja azt az elméleti allitast,
hogy a tanuldi bizalom dinamikusan fejlodé konstrukcid, amelyet a tanulési folyamat sordn
szerzett élmények is formalnak.

Az eredmények Osszességében arra utalnak, hogy a valaszadok tobbsége nem elutasitdé az

oktatasi chatbotokkal szemben, azonban a bizalom mértéke ¢€s tipusa jelentds eltéréseket mutat.
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A feltételes bizalom dominancidja azt sugallja, hogy a bizalom nem automatikusan adott,
hanem tudatos fejlesztést, pedagdgiai és technologiai garancidkat igényel. A skala két
végpontjan a szkeptikus és az élményalapu elfogadd csoportok allnak, amelyek a leginkabb

kritikus, illetve a leginkabb motivalt felhasznaloi rétegeket képviselik.

A tanuloi bizalmat novelo tényezok: preferalt feltételek és elvarasok

A vélaszadok korében feltett nyitott kérdés arra irdnyult, hogy milyen koriilmények, jellemzok
vagy miikodési feltételek ndvelnék a bizalmukat egy oktatdsi chatbot irdant. A valaszok
kvalitativ kodolasa és kategorizalasa négy fo bizalomnoveld dimenzidt eredményezett. A
valaszadok 36%-a a szakmai hitelességet ¢és a forrasmegjeldlést emelte ki legfontosabb
bizalomépité tényezOként. Ezek az attitidok elsésorban a chatbot altal adott valaszok
megalapozottsadgara, szakirodalmi vagy tananyagbeli hivatkozasaira, illetve a valaszok mogotti
tudastartalom atlathatosagara fokuszalnak. Tobb valaszadd kiilon is hangstlyozta, hogy akkor
érezné megbizhatonak a chatbotot, ha a forrdsait feltiintetné, és nyiltan jelezné, ha nem
rendelkezik kell6 informécioval. Ez az elvaras kozvetlen kapcsolatban all a technologiai
pontossag ¢€s transzparencia korabbi kutatasokban is megjelend elméleti dimenziodival.

A valaszadok 23%-a az emberi kontroll és tanéari jelenlét biztositdsat nevezte meg
kulcsfontossagl tényezdként. Ebben a csoportban tobben tigy vélték, hogy a chatbot csak akkor
tud bizalomgerjesztd modon miikddni, ha mellette elérhetd marad valamilyen emberi tdimogatas
— példaul a tanari ellendrzés, egy oktato altal adott visszajelzés vagy az azonnali segitségkérés
lehetdsége. Egy valaszado igy fogalmazott: ,,Ha pl. a kérdésemre nem taldlja a valaszt az
algoritmusok k6zott, akkor beinvital a chatbe egy valos oktatot.”Ez a nézépont megerdsiti, hogy
a tanulok bizalma nem kizarolag a technoldgiara, hanem az azt koriilvevé pedagogiai
kdrnyezetre is iranyul.”

A valaszadok 23%-a az atlathatosdgot ¢és a milkodési transzparenciat tekintette
kulcsfontossagiinak. Ide azok az észrevételek tartoztak, amelyek a chatbot miikddési
logiké4janak, adatforrasainak, valaszképzési mechanizmusanak ¢és tanitdsi moddjanak
atlathatosagat hianyoltak. A valaszadok ebben a kategoridban fontosnak tartottak, hogy tudjak,
,,mibdl és hogyan sziiletik egy-egy valasz”, €s ezzel kapcsolatban vildgos visszajelzést kapjanak
a rendszer miikodésérdl. Ezzel a dimenzidval a felhasznaldi kontrollérzet és az informécios

autonomia jelentdsége keriil elétérbe. A valaszok 18%-a sorolhatd egyéb bizalmi tényezdk

crer
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biztositasa, a tanuloi visszajelzések figyelembevétele, valamint a pozitiv kozosségi értékelés
(pl. mas tanulok ajanlasa). Ezek a valaszok egyfajta bizalom-6koszisztémara utalnak, amelyben
a technologiai, pszichologiai és tarsas tényezok egyarant szerepet jatszanak.

Osszességében az eredmények azt mutatjak, hogy a tanuldi bizalom erdsitéséhez nem elegendd
csupan a technoldgia funkcionalitdsa. A valaszadok a bizalom alapjaul vilagos miikddési
kereteket, emberi tamogatési lehetOségeket, €s szakmailag hiteles tartalmat varnak el. Ezek az
elvarasok megerdsitik a szakirodalomban is megjelend allaspontokat, miszerint a tanuldi
bizalom multidimenzionalis jelenség, és tudatos fejlesztési stratégidkat igényel az oktatasi

chatbotokat alkalmazo6 rendszerekben.

A tanuloi bizalmat csokkento tényezok: aggalyok és fenntartasok

A valaszadok arra a kérdésre is reflektaltak, hogy milyen jellemzdk vagy tapasztalatok esetén
csokkenne a bizalmuk egy oktatasi chatbot irant. A nyilt végli valaszok kvalitativ
tartalomelemzése és kodolasa alapjan 6t fO bizalomgyengitd tényezd rajzolodott ki. A
legtobben, a valaszadok 42%-a, a hallucinaciot vagy téves valaszt nevezte meg elsddleges
aggodalomként. Ok olyan helyzetekre utaltak, amikor a chatbot bizonyos témakban
magabiztos, de tartalmilag hibds valaszt ad, illetve nem ismeri be, ha nem tud biztos
informacioval szolgalni. A ,hallucinaci6” jelensége — azaz a hihetdnek tiind, de valotlan allitas
generaldsa — a valaszok alapjan a legnagyobb kockdzati tényezének szdmit a tanul6i bizalom
szempontjabol, kiilondsen abban az esetben, ha a hallgatok nem rendelkeznek megfeleld
tudassal a valasz ellendrzéséhez.

A masodik leggyakoribb aggaly, a pontatlan vagy hidnyos tudas (22%) szorosan kapcsolddik
az el6z6hoz. Ide azok a megjegyzések keriiltek, amelyek a chatbot valaszainak feliiletességeét,
részletességének hidnyat vagy konkrét kérdések megvalaszoldsara valdo képtelenségét
emlitették. A valaszadok ebben a kategériaban gyakran emlitették, hogy a chatbot nem tudott
relevans példat hozni, ,,nem tantargyspecifikus” modon reagalt, vagy a valaszai tal altalanosak
maradtak.

A valaszok 18%-a egyéb tényezdket jelolt meg a bizalom csokkentésének forrasaként. Ezek
kozott szerepelt példaul az adatvédelem hianyossaga, a tanuldi adatok feletti kontroll
elvesztése, vagy a rendszer tilzott altalanositasa. Itt jelenik meg az az elvaras, hogy egy oktatasi
chatbot ne csak nyelvi képességeiben legyen meggy6z0, hanem strukturalisan is illeszkedjen
az adott tantargyhoz, tananyagtartalomhoz és tanul6i helyzethez. Kisebb aranyban (9%) ugyan,

de jelen volt az ismétlés és automatizmus miatti bizalomcsokkenés. E valaszadok szerint a
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chatbot gyakran ismétli magat, sablonos valaszokat ad, vagy til mechanikusan kozeliti meg a
problémakat, ami hosszu tdvon csokkenti a hitelességet és a tanuldi érdeklddést.

Ugyancsak 9% emlitette a bizalomcsokkentés okaként az emberi kapcsolat hidnyat. Ezek a
hallgatok hangsulyoztak, hogy szamukra elengedhetetlen a tanari visszajelzés, a valos idejii
segitség vagy az emberi interakci6 lehetdsége — akar érzelmi, akar didaktikai szempontbol.E
szempont kiilonosen fontos lehet a személyre szabott tanulds és az Onirdnyitott tanuldsi
folyamatok tdmogatésa szempontjabol.

Az eredmények vildgosan mutatjak, hogy a tanuloi bizalom elvesztése leginkabb tartalmi és
miikodésbeli megbizhatatlansagbdl, illetve a technologia korlatainak felismerésébdl ered. A
bizalom nemcsak akkor sériil, ha a chatbot téved, hanem akkor is, ha nem képes érzékenyen ¢és
személyre szabottan kezelni a tanulok sziikségleteit. A valaszadok aggalyai azt jelzik, hogy az
oktatdsi chatbotok tervezésekor nem elegendd a technoldgiai teljesitményre koncentralni;
legalabb ilyen fontos az atlathatdsag, a tantargyspecifikus hitelesség €és az emberi jelenlét

lehetdségének biztositasa is.

A chatbotok lehetséges szerepe a képzésekben: tanuloi preferenciak és elutasitasi

kiiszobok

A kérddiv egyik zart kérdéssora azt vizsgalta, hogy a valaszadok milyen mértékben tartjak
elfogadhatonak vagy elutasitandonak a chatbotok kiilonféle oktatdsi alkalmazasi lehetdségeit.
A harom feltett kérdésben a valaszadok egy 5 foku Likert-skalan értékelték, hogy szerintiik
mennyire jO vagy rossz megoldas lenne az adott forma.

A legnagyobb elfogadottsaggal az a lehetdség rendelkezik, hogy a chatbot a kurzusokban
tanulasi feladatokkal kapcsolatban legyen hasznalhatd. A vélaszok atlaga (-2 és 2 kozotti
korrigalt skalan 1,36) ebben az esetben pozitiv irdnyba tolddott, ami arra utal, hogy a hallgatok
kifejezetten tamogatjak a chatbot alkalmazasat akkor, ha az a gyakorlati feladatmegoldésban,
példaul értelmezésben, példak keresésében vagy dtletgenerdlasban segiti 6ket. Ez 6sszhangban
all a korabbi kutatasokkal, amelyek szerint a tanulok kiilondsen hasznosnak itélik a chatbotokat
azonnali visszajelzést vagy tamogatast igényld helyzetekben.

Szintén pozitiv, bar valamivel visszafogottabb elfogadottsagot mutatott az a lehetdség, hogy a
chatbot a tananyaggal kapcsolatban legyen haszndlhato. A valaszadok tobbsége ebben az
esetben is tdmogato volt, de a valaszok atlaga mar kozelebb allt a semleges tartomanyhoz (-2

¢és 2 kozotti korrigalt skalan 1,16). Ez arra utalhat, hogy a tananyagkdzpontu interakcidk soran
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a valaszadok magasabb elvarasokat tamasztanak a chatbot tartalmi pontossagaval, fogalmi
mélységével és hitelességével szemben.

A legerdsebb elutasitas azokban a valaszokban jelent meg, amelyek egy teljes képzési program
chatbotra épiil6 kivaltasat vetették fel. Ebben az esetben a valaszok atlaga negativ tartomanyban
helyezkedett el, jelezve, hogy a hallgatok tobbsége nem tamogatja a teljesen automatizalt,
embermentes oktatas koncepcidjat (-2 és 2 kozotti korrigalt skalan -0,85). A visszautasitas
mogott vélhetden nemcsak a tartalmi és technoldgiai aggalyok, hanem a tandri jelenléttel,
személyességgel €s tamogatottsaggal kapcsolatos elvarasok is meghuzodnak.

Osszességében az eredmények azt jelzik, hogy a valaszadok nyitottak a chatbotok kiegészitd,
tamogato szerepére a tanuldsi folyamatban — kiilondsen a feladatokkal kapcsolatos interakciok
soran —, ugyanakkor erételjes fenntartasaik vannak azokkal a megoldasokkal szemben, amelyek
a tanulas teljes folyamatat gépesitenék. Ez a preferenciarendszer megerdsiti azt a korabbi

megallapitast, hogy a tanuldi bizalom nem csupan a technologia teljesitményén, hanem annak

crer

A tanuloi elfogadas hatarai: kizaro tényezok és kilépési kiiszobok

A kérddiv zar6 szakaszaban a valaszadok arra a hipotetikus helyzetre reflektaltak, hogy milyen
koriilmény esetén nem lennének hajlandoak egy képzésben részt venni, ha az oktatas jelentds
részét oktatasi chatbot tamogatnd. A kérdés célja az volt, hogy feltarja azokat a hatarokat,
amelyeken tll a bizalom mar nem tarthatd fenn, és amelyek adott esetben a képzésbdl vald
kilépéshez is vezethetnek.

A legtobben, a valaszadok 36%-a azt jelezte, hogy szamukra a chatbot kizarolagossaga ¢€s a
tanari kapcsolat teljes hidnya elfogadhatatlan lenne. Az ide tartozé hallgatok a valaszaikban
elengedhetetlen a tanulds soran. Tobb véalaszadd szerint egy olyan rendszer, amelyben ,,nincs
lehetdség kérdezni egy oktatotol” vagy ,teljesen a chatbot dont”, nemcsak motivalatlanna tenné
Oket, hanem akar a képzés megszakitasat is indokoltta tenné.

A masodik legnagyobb csoport (25%) a nem megfeleld valaszmindséget nevezte meg kilépési
okként. Ok elsésorban a sablonos, feliiletes, félreértelmezett vagy irrelevans vélaszokat tartjak
kizarénak. A chatbot hasznalhatosdga szerintiikk akkor sériil, ha az nem képes komplex,
tantargyspecifikus vagy elmélyiilt kérdésekre érdemben reagilni. Ezek a vélemények
megerdsitik az eredmények korabbi szakaszdban is megjelend aggodalmat a ,,hallucindcid” és

tartalmi megbizhatatlansag kapcsan.
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A vélaszadok 16%-a elfogadd hozzaallast tantsitott, vagyis azt jelezte, hogy szamukra nincs
olyan kizaro tényez6, amely 6nmagiban a képzés megszakitasat indokolna. Ok tobbnyire
nyitottabbak a technologiai Gjitdsokra, illetve feltételes elfogadassal viszonyulnak a chatbot-
alapu  oktatdsi kornyezetekhez. 14%-uk technikai problémdkat ¢és a rendszer
megbizhatatlansagat emlitette olyan kiiszobtényezoként, amely tartés fennallds esetén akar a
képzésbol valo kilépést is kivalthatna. Ezek a valaszadok foként az instabil miikodés, a hibas
valaszadés, a rendszerleallas vagy az adatvesztés veszélyeit hangsulyoztdk. Végil 9% a
valaszadban egyéb szempontokat emlitett, példaul adatvédelmi aggalyokat, a chatbot tanitasi
modszereinek idegenségét, vagy a személytelenség miatti elidegenedést.

Osszességében az eredmények azt mutatjak, hogy a tanul6i bizalomnak és elfogadasnak hatérai
vannak. A hallgaték kétharmada szerint az emberi kapcsolat nélkiili, kizarolag chatbotra épiild
tanulési helyzet vagy a tartds hibdzasi €s pontatlansagi problémak elfogadhatatlanok. Ez a
megallapitds kiilonosen fontos lehet az oktatdstechnologiai rendszerek tervezésében: a
chatbotokat nem Onalléan, hanem integralt, emberkozpontu oktatdsi dkoszisztéma részeként

érdemes alkalmazni.

Elfogadas feltételei: milyen koriilmények kozott lenne vallalhato a chatbot-alapu

tanulas?

A kutatds soran arra is kerestiik a valaszt, hogy milyen feltételek mellett fogadndk el a
véalaszadok azt a helyzetet, ha a tanuldsban egy oktatasi chatbot alkalmazasa elvarasként jelenne
meg. A cél annak feltdrdsa volt, hogy milyen bizalmi és miikddési garancidkat varnak el a
hallgatok egy ilyen tanulési kornyezettdl.

A leggyakrabban megnevezett feltétel a megbizhatdsag és szakmai pontossag volt, amelyet a
véalaszadok 36%-a emelt ki. Ez a csoport azt hangsulyozta, hogy a chatbot csak akkor vélhat a
tanulas elfogadott eszk6zéve, ha a vélaszai szakszerliek, pontosak, konzisztens logikéajuak és
hibamentesek. Tobb valaszad6 konkrétan elvarta, hogy a chatbot ne ,,hazudjon”, ne taldljon ki
valaszokat, illetve legyen képes korrekt modon jelezni, ha nem tud valaszolni. Ez a feltétel
Osszhangban 4ll az empirikus eredmények tobbi részében is megjelend bizalomépitd
elvarasokkal. A valaszaddk 23%-a a korlatozott szerepet €s az oktatdi jelenlét sziikségességét
nevezte meg feltételként. Szerintiik a chatbot csak kiegészitd eszkdzként elfogadhatd, de nem
helyettesitheti az oktatot. Fontosnak tartjak, hogy legyen lehetdség emberi konzultaciora,

visszajelzésre, illetve hogy a chatbot hasznalata ne legyen kotelezd jellegli. Egyes valaszok
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kiemelték, hogy a tanuloknak legyen dontési lehetdséglik abban, mikor és milyen célra
hasznaljak az eszkozt.

A transzparencia és tajékoztatds a miikodésrodl szintén kozponti elemként jelent meg a valaszok
14%-aban. Ezek a valaszadok elvarjdk, hogy a rendszer egyértelmiien és kozérthetden
ismertesse sajat mikodési logikajat, korlatait, tanitasi modjat. Tobben megemlitették, hogy
elfogadhatobb lenne a chatbot haszndlata, ha tudnak, milyen forrdsokra épit, mikor valik
bizonytalanna a miikodése, és hogyan kezeli az esetleges valaszhibakat. Végiil a valaszadok
11%-a technikai €s tanulasszervezési tAmogatast varna el a chatbottol. Ebben a csoportban
gyakran emlitették, hogy hasznos lenne, ha a chatbot segitene eligazodni a tanulasi feliileteken,
figyelmeztetne hataridokre, vagy adminisztrativ terheket venne le a tanulérol. Ez a funkcionalis
tamogatas ugyan nem kozvetlentil a bizalomhoz k6tddik, de hozzéjarulhat a pozitiv felhasznéloi
¢lmény kialakuldsdhoz, ami visszahat a bizalmi megitélésre is.

Az eredmények egyértelmiien azt mutatjak, hogy az oktatasi chatbotok elfogadasa feltételhez
kotott, és a tanulok tudatosan megfogalmazott elvarasok mentén hajlandok beépiteni ezeket a
tanuldsi folyamataikba. A bizalom nem adottsagként, hanem pedagdgiai és technoldgiai
feltételrendszerként értelmezhetd. A sikeres integracidhoz megbizhatdsag, emberi jelenlét,

transzparencia €s tanuldst timogat6 funkcidk egyiittesen sziikségesek.

Osszefoglalo

A kutatas célja annak feltarasa volt, hogy milyen tényezdk befolyéasoljak a tanulodi bizalmat az
oktatasi célu chatbotok alkalmazasaval kapcsolatban. A tanulmény a mesterséges intelligencia
mellett hajlandok a felsGoktatasban és posztgradualis képzésekben részt vevd hallgatok
elfogadni a chatbotok tanulastimogatd szerepét, és milyen korilmények vezethetnek
bizalomvesztéshez vagy elutasitashoz.

A vizsgélat alapjan a hallgatok tobbsége nem utasitja el kategorikusan az oktatasi chatbotok
hasznalatat, azonban bizalmuk feltételes, és szamos szempont teljesiiléséhez kotott. A
legfontosabb bizalomépitd tényezdk kozé tartozik a szakmai hitelesség, a forrasmegjel6lés,
valamint a valaszok pontossdganak ¢és megalapozottsaganak biztositasa. Ugyanilyen
jelentdséggel rendelkezik a chatbot mitkddési korlatainak nyilt és 4tlathato kommunikacidja,
kiilonosen annak beismerése, ha a rendszer nem képes valaszolni egy kérdésre. A valaszadok

szamara a ,hallucinacid” (téves, de magabiztos valasz generaldsa) mellett az is a bizalmat
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csokkentd tényezOk kozé tartozik, ha a chatbot feliiletessége vagy visszajelzés-nélkiilisége
akadalyozza a tanulést.

A hallgatok elvarjak, hogy az oktatasi chatbot ne miikddjon elszigetelten, és ne valtsa ki teljes
egészében az emberi oktatodi jelenlétet. A valaszok tobbsége hangsulyozza a tanari kontroll,
konzultacio és visszajelzés lehetdségének megdrzését, amely a tanuldi bizalom egyik
legfontosabb alapja. Ez 0sszefligg azzal a megallapitassal is, hogy a chatbot csak kiegészitd,
tdmogato szerepet tolthet be a képzésben. A hallgatok elutasitjdk azt az elképzelést, hogy egy
teljes képzés kizarolag chatbotra ¢épiiljon, ugyanakkor pozitivan értékelik a chatbot
tananyagtdmogat6 és tanulasi feladatorientalt funkcioit.

A kutatas ravilagit arra is, hogy a tanuloi bizalom nemcsak a technoldgiai miikodés, hanem a
kurzuskornyezet egészének jellemzoi alapjan alakul ki. A valaszadok szamara lényeges, hogy
a chatbot alkalmazasa humén kozegbe dgyazott, oktatoval kiegészitett kornyezetben torténjen,
amely lehetdséget ad az egyéni visszacsatolasra, értelmezésre és korrekciora. A chatbotot a
hallgatok leginkabb elméleti tudas kozvetitésére, kisebb mértékben gyakorlati alkalmazéasok
tdmogatasara, és tanulasszervezési segitségként fogadjak el.

Osszegzésként elmondhatd, hogy a tanuléi bizalom szempontjabol a chatbotok alkalmazasa
nem 6nmagaban, hanem pedagogiai kontextusba dgyazott modon, vilagos miikodési keretekkel,
transzparens kommunikécidval és emberi jelenléttel egyiitt lehet sikeres. A feltételes bizalom
megerdsitése érdekében a fejlesztOknek és oktatoknak egyarant torekedniiik kell arra, hogy a
chatbot ne helyettesitd, hanem kiegészitd eszkdzként tdmogassa a tanulasi folyamatokat.

Jelen pilotkutatas korlatai kozé tartozik a viszonylag kis mintanagysag, a nem reprezentativ,
szakmailag specializalt minta, valamint a kérddives mérési forma korlatozott mélysége. Az
eredmények ezért nem altalanosithatok a teljes hallgatdi populaciora, ugyanakkor értékes
betekintést nytjtanak egy technoldgiailag affinis, célzott tanuldi csoport bizalmi attitiidjeibe.
A tovabblépés érdekében javasolt egy kiterjesztett, tobb intézményre kiterjedé longitudinalis
vizsgalat, amely képes feltarni a bizalom iddbeli alakuldsat €s a tanuldi attitlidok valtozasat a
chatbot-hasznalat sordn. Emellett mélyinterjikon vagy fokuszcsoportokon alapulo kvalitativ
kutatasok is indokoltak, amelyek a tanul6i értelmezések finomabb rétegeit és a tapasztalatok
érzelmi aspektusait is képesek feltdrni. A tanuldi bizalom Osszetett, dinamikusan valtozo
konstrukcid, amelynek megértéséhez tobbszinti és tobb modszertant 6tvozd kutatasi

megkozelités sziikséges.
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AI-EdTech és bizalom a jovotudatos oktatasi folyamatban
Al-EdTech and Trust

in the Future-Conscious Educational Process

Dr. Zuti PaP

Absztrakt

A prezentacios eloadasom célja egyrészt az Al-EdTech, a jovOtudatossidg, a bizalom
dimenzidinak vizsgalata, mésrészt a valtozasok, kihivasok, hatasok, lehetdségek kezelése és a
jelenben megfogalmazott, de a jovobe mutatd kitdrési pontok és valaszok keresése

A digitalis kultira egy olyan fogalom, amely leirja, hogy a digitalis technologia (IKT), az Al-
EdTech, az Al és az IoT hogyan alakitja azt, ahogyan emberként kdlcsonhatdsba 1épiink
egymassal (kommunikécioé — technikai kommunikécio — designkommunikécio). Ez az a méd,
ahogyan viselkediink, gondolkodunk és kommunikélunk a tdrsadalomban, melyben kitiintetett
szerepe van a digitalis kultira 7 dimenzidjanak.

A jovoorientalt készségek és a jovotudatos gondolkodas fejlesztése a digitalis korban, hatasa
van az intézményi kozosségformald szemléletre ¢és célrendszerre is. A jovotudatos
gondolkodasban nagyon fontos szerepe van a jovotudatossag célrendszerének (SMART
célok) ¢és az adatnak. Az intézményi keretek kozott a bizalom fenntartasa és a biztonsagunk
megtartasa az intézményi elfogadottsagunk és tamogatottsagunk megélése, fejlesztés nélkiil
nem lehetséges.

EdTech) , az innovaciordl (feleldsségteljes innovacio) €és az oktatasrol (jovotudatos oktatas)
sz0l6 tudomanyok adataival.

Kulesszavak: digitalizacio, innovacid, AI-EdTech, jovétudatossag, bizalom.
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Abstract

The aim of my presentation is, on the one hand, to examine the dimensions of AI-EdTech,
future consciousness, and trust, and on the other hand, to manage changes, challenges, impacts,
and opportunities while seeking breakthrough points and answers that are formulated in the
present but point toward the future.

Digital culture is a concept that describes how digital technology (ICT), AI-EdTech, Al, and
IoT shape the way we interact with each other as human beings (communication — technical
communication — design communication). This is the way we behave, think, and communicate
in society, in which the 7 dimensions of digital culture play a prominent role.

The development of future-oriented skills and future-conscious thinking in the digital age
also has an impact on institutional community-building perspectives and goal systems. Future-
conscious thinking places great importance on the goal system of future consciousness
(SMART goals) and data. Within institutional frameworks, maintaining trust and
preserving our security is impossible without experiencing and developing institutional
acceptance and support.

The existing strategy of education must inevitably be aligned with the data from sciences about
digitalization (AI-EdTech), innovation (responsible innovation), and education (future-
conscious education).

Keywords: digitalization, innovation, AI-EdTech, future consciousness, trust
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Bevezetés

Az oktatds a 21. szdzadban a digitalizacid, a mesterséges intelligencia (Al) és az
oktatastechnologia (EdTech) hatasara radikalis atalakuldson megy keresztiil. E valtozasok nem
pusztan technikai eszkdzok és modszerek bevezetését jelentik, hanem az oktatasi folyamat
minden szerepldjének — tanulok, pedagdgusok, intézmények, csaladok — kulturajat, szemléletét,
kapcsolati haloit és egylittmiikodési mintazatait is formaljak. (Bostrom 2014)
A digitalis kor jovotudatos oktatdsdban kiemelt jelentdségli a bizalom, amely a tarsadalmi-
gazdasagi kihivasok, az adatbiztonsag, az etikai kérdések, valamint az intézményi elfogadottsag
¢€s tAmogatottsag szempontjabol is nélkiilozhetetlen.
Jelen tanulmany célja, hogy a legujabb tudoméanyos eredmények és gyakorlati tapasztalatok
fényében atfogd képet adjon az AIl-EdTech fokuszu, jovotudatos oktatdsi folyamat
kulcsszerepldirdl, a kapcsolodo kihivasokrol és lehetdségekrdl, valamint a fenntarthato, bizalmi
alapt intézményi kultura épitésének modjairdl.

1. Fogalmak és elméleti keretek

1.1. Digitalizacié és AI-EdTech
oktatas minden szintjén, ideértve a halozati, platformalapu €s automatizalt megoldasokat is. Az
EdTech, vagyis az oktatastechnoldgia, az oktatasi folyamatok fejlesztésének céljaval integralja
a digitalis eszkozoket, mig az AIl-EdTech a mesterséges intelligencia-alapti rendszerekkel
(tanuloanalitika, adaptiv tanulds, intelligens tutorrendszerek stb.) egésziti ki az oktatési
technologiat.
Az AI-EdTech térnyerése a differencialt, személyre szabott tanulds, a tanulasi eredményesség,
az adminisztracios folyamatok hatékonyabb menedzselése felé mutat, ugyanakkor 0jfajta etikai,
adatvédelmi és szakmai dilemmakat is felvet. Az AI-EdTech lehetdséget kinal az adaptiv
tanulasra, kiemeli a tanuldi Onallosagot, és a tanitisi- tanulasi folyamat minden szintjén
eszkdzrendszert biztosit a jovOorientalt készségek fejlesztéséhez. Ugyanakkor 0 kockézatok és
dilemmak is felmeriilnek, példaul adatvédelem, etikus algoritmikus dontéshozatal, intézményi
felelosségvallalas és a digitalis szakadék problematikaja. Ennek megfelelden a tanulmany célja
a fogalmi keretek tisztazasa, a digitalis pedagodgiai jitasok bemutatdsa €s az AI-EdTech, illetve
a bizalom dimenzidinak részletes elemzése. (Kozma, T 2019; Zuti, P 2024d)
A digitalizaci6 az oktatasban azt jelenti, hogy a tanuldsi-tanitasi folyamat résztvevéi (tanulok,

tanarok, intézmények) digitalis eszkozok, platformok, tartalmak, kommunikécids ¢és

crer
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— tagabb fogalom: minden olyan eszkdz, szoftver, szolgéltatas ide sorolhatd, amely a tanulast,
tanitast, a pedagogiai innovaciokat tamogatja. Az AI-EdTech fokuszban a mesterséges
intelligencia (gépi tanulds, természetes nyelvfeldolgozas, predikcidos modellezés stb.) szerepe
all: személyre szabott tanulasi tartalom, motivacios visszacsatolas, tanuldanalitika, intelligens
tutor- vagy értékeld rendszerek valtak elérhetové. (Stuart, R & Peter, N 2020; Stone, James V
2019)

A digitalis kultira kordban a digitalis megoldds — amely a technologidra tdmaszkodik az
Osszetett problémak megoldasdban — igéretté és buktatova is valik egyszerre. Mig a digitalis
platformok demokratizaljdk az informacidkhoz vald hozzaférést, elmélyithetik a feliigyeletet,
az adatkivonast és az algoritmikus torzitast is. Ugyanakkor ezek a platformok a polarizacio, a
félretajékoztatds és az aruva alakitas szinterei is. Ahogy eligazodunk a digitalis kultarak
Osszetettségei kozott, egy tanulsdg kiemelkedik: nincsenek egyedi megoldasok vagy
narrativak. A digitalis kultirdk sokfélesége tiikrozi az emberi tapasztalatok sokszinliségét,
megkoveteli, hogy alazattal, kivancsisaggal, bizalommal ¢és a méltdnyossag iranti
elkotelezettséggel kozelitsiink a digitalis technologidhoz.

1.2. Jovotudatossag, jovoorientalt készségek
A jovétudatossag nem csupan technoldgiai vagy infrastrukturalis felkésziiltséget jelent, hanem
a jovoorientalt, adaptiv gondolkodas fejlesztését az egyéni, k6zosségi €s intézményi szinteken
is. Kulcsfontossdguak a 21. szazadi kompetencidk: algoritmikus és kritikus gondolkodas,
kreativitas, kollaboracio, digitalis irastudas, valamint az 6néllo tanulés képessége. (Zuti 2024b)
Ennek részét képezik az un. ,future literacy”, azaz a jovo valtozasainak értelmezése,
tervezése és iranyitasa, valamint a digitalis és Al eszkozokkel valé reflexiv banasmaod is.
A jovotudatossag (,.futures literacy”) azon képesség, hogy a lehetséges jovoképeket
céltudatosan, Kkreativan, egyiittmikodéen hasznaljuk a jelen dontéseinek
meghozatalahoz. Kulcskompetencidk ennek mentén: kritikus gondolkodas, kreativitas,
digitalis irastudas, kommunikacid, kollaboracio, alkalmazkodoképesség, problémamegoldas
életvezetési, 6nallo tanuldsi készségek. A jovotudatos oktatds jellemzdje a SMART célrendszer
alkalmazasa: specifikus — mérhetd — elérhetd — relevans — id6hoz kotott célok kijeldlése, ezek
rendszeres monitorozasa ¢€s reflektiv fejlesztése. (Pintér, G & Nemes, G 2024; Zuti, P 2024d)
1.3. A bizalom pedagégiai és technologiai dimenzioi

A bizalom olyan alapvetd tényezd, amely egyszerre kot 6ssze embereket, intézményeket és
rendszereket. A digitalis kornyezetben a bizalom kettds: egyarant sz6l az emberek (didkok,
tanarok) kozti személyes viszonyrol, valamint a digitalis eszk6zok, Al-megoldasok, platformok

iranti  technoldgiai  bizalomr6l 1s. A bizalom pedagogiai értelemben az inkluziv,
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tanulokozpontti, partneri kapcsolatokban, illetve az autondémia ¢és kompetenciaérzés
erésodésében nyilvanul meg. Technologiai szempontb6l a transzparens, etikus fejlesztés, az
adatbiztonsag ¢és az Al miikodésének érthetdsége a legfobb mozzanatok. Az AI-EdTech
fejlesztése és alkalmazasa csak akkor vezet a tanulasi eredmények, az intézményi kultara és a
tarsadalmi elfogadottsag pozitiv valtozasdhoz, ha mindkét bizalmi dimenzi6 kiemelt figyelmet

kap, és transzparens, etikus eljarasok mentén valosul meg. (Kovats 2018)
2. Az oktatasi szereplok és a digitalis atalakulas

2.1. Tanulok digitalis kultiraja
A tanulok digitalis kultaraja a digitalis eszkdzhasznalatbol, szoftverek, platformok
hasznélatdbol, média- ¢és informacidfogyasztasi szokasokbol, valamint az online
kommunikécios mintazatokbol all dssze. Az algoritmizalt tartalomfogyasztas ujraértékeli az
onallo tanulds, a kritikus médiahasznalat és az informacids onrendelkezés jelentdségét. Egyre
nagyobb kihivast jelent a képernydidd, a figyelem menedzsmentje, az online identitas és etikus
digitalis jelenlét. Az Al-alapt rendszerek képesek személyre szabott tananyagokat ajanlani,
tdmogatni a differencidlt haladast, de ezzel egyiitt sziikkség van a tudatos, reflektalt
médiapedagogiara. (Zuti és Boczi 2023)
A tanuldk digitalis szokasainak, motivacidinak, készségeinek alapos ismerete nélkiil lehetetlen
a korszerii pedagogia sikeres megvalositdsa. Az Al-vezérelt tartalomszolgaltatok (pl. TikTok,
YouTube) algoritmusai gyakran fokozzak a figyelem-ingert, addikcios mintakat erdsitenek, és
uniformizaljak a tanulok elotti informdcios teret. (Zuti 2024d) Ez sziikségessé teszi a tudatos,
reflektiv médiapedagdgiat €s a tanuloi digitalis Onrendelkezés fejlesztését. (Zuti, P 2023c¢; Zuti,
P & Sioréti, G 2024)
2.3 Tanari szerepek és tanulasiranyitas
A tanari szerep a digitdlis korban differencialodik: egyszerre igényel technologiai
kompetencidkat, Al-miveltséget, pedagdgiai-informatikai ismereteket és az egylittmikodés
Ujraértelmezett formadit. Fontossa valik a tdmogatd, facilitatori, mentoral6 szerep, amelyben a
tanar a tanuladst iranyitd, a digitalis térben eligazodast segité szakember. Megjelenik az
adatelemzés, a tanuldi haladds mérésének, értékelésének ¢€s visszacsatolasanak digitalis
dimenzidja. (Prensky 2012)
Kiemelendd a tanari autondmia, digitalis onképzés és szakmai haldzatosodés, amely révén
folyamatosan naprakészen tarthatdo a digitalis kultira és AI-EdTech eszkoztara. A tandri
onképzés, szakmai haldzatosodas, a digitalis portfoliok, reflektiv gyakorlatok pedig a szakmai

fejlédés zalogai. (Szits 2020)
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A digitalis korban a tanar naprakész ismerete hatvanyozottabban érvényesiill. Ha nem
rendelkeziink naprakész ismeretekkel, akkor sériilnek a legfontosabb érdekek, a tanul6i
érdekek! A tanar-diak kapcsolatnal, mindig a tanar kell, hogy viszonyuljon a tanuldhoz, az
0 ¢letkorahoz. Sohasem téle varom el - nem is varhatom el - a viszonyulast. Ez a tanar
lehetosége és felelossége! Az algoritmikus gondolkodas és szemlélet a pedagogiai
tevékenység meghatarozd mozgatod ereje. A Digitalizacio — az Algoritmikus gondolkodas — a
Feladatmegoldas — ¢és a Felelosségteljes innovacié iranymutatdsainak megfelelden a
személyiségfejlesztés, a hatékonysag és a versenyképesség fejlesztése torténik. (Zuti, P &
Gulyas, Zs 2022; Zuti, P & Harangoz6, H 2023) Ennek legfontosabb jellemzdi: mindség;
megbizhatosag; adaptivitas; tanulokdzpontisag. Az oktatasban a versenyképesség 1ényegében
a mindség, a mindségiranyitds szinonimaja. A versenyképesség ¢és a vonzoképesség
viszonylataban legfontosabb az emberi tényez6 szerepe. Ezt sohasem szabad figyelmen kiviil
hagyni! Tovabba nagyon fontos megemliteni, hogy a versenyképességben az innovacio és az
oktatas a kulcskérdés. A felelosségteljes innovativ pedagégiai tevékenységnek megfeleloen
kultara kialakitasara lehet torekedni, amely lehetdvé ¢és sziikségessé teszi az onallé
ismeretelsajatitast, a kozos megbeszéléseket, ezek altalanos érvényli tanulsdgainak
megfogalmazasat, rogzitését. Nagyon fontos, hogy a modszer és tartalom nem szakadhat el
egymastol. A megformalatlan tartalom ugyanis nem tartalom!
Napjainkban a tandrnak naprakész szakmai ismeretekkel, tapasztalattal, szakmai,
intellektualis, szocilis, modszertani, digitalis kompetencidkkal és megfeleld feleldsségtudattal,
felelosségteljes innovacioval kell rendelkeznie ahhoz, hogy a digitalizacio vildgaban
hatékonyan eligazodni képes innovativ pedagogus legyen, az Ipar 4.0 filozofidjanak
megfelelden. Ez az a szemlélet és gondolkoddsmadd, amely egyértelmiien kiilonbséget tesz a
problémamegoldis és a feladatmegoldas kozott. Ugyanis a feladatmegolddas az a
problémamegoldas, amely algoritmizalhatd, vagyis digitalizalhatd! Ez 6sszhangban van azzal,
hogy a 21. szazad a kompetencia, a kompetens tudas birtoklasanak az évszazada. A
tanarok folyamatosan tamogatjak a tanulokat digitdlis technoldgiak (Al) és eszkdzok
segitségével. Online konzulticidk, csoportos projektek és virtudlis ordk biztositjadk, hogy
minden tanul6 a lehetd legjobban kihasznélja a tanulasra forditott id6t.
Kompetenciafejlesztés az oktatdsban azt jelenti, hogy 0 modszereket kel alkalmazni, 0j
szemléletmodot kell kialakitani:

*  Ma mar megkeriilhetetlen a modern technolégia, a digitalis tananyagok alkalmazésa,

az e-learning eszkozok adta lehetdségek minél jobb kihasznalasa
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Az oktatdsnak életszerlinek, élményszeriinek kell lennie: interaktiv feladatok, Al
applikaciok, szimulaciok, 3D modellezés, videok stb. adta lehetdségek kihasznalasaval
A digitalis kompetenciak jellemzoi:

A digitalis kompetencia az informacios tarsadalom technologiainak (ITT) magabiztos
¢s kritikus hasznélatara vald6 képesség a munkaban, a szabadiddben ¢és a
kommunikécioban. Ezek a kompetencidk az algoritmikus, kreativ és kritikai (AKK)
gondolkodéssal, a magas szintli informacidkezelési készségekkel ¢és a fejlett
kommunikéacios készségekkel allnak kapcsolatban. Az informacids és kommunikacios
technolégiak (IKT) alkalmazasahoz kapcsolodo készségek a legalapvetobb szinten a
multimédia technoldgiaji informaciok keresését, értékelését, tarolasat, 1étrehozasat,
bemutatasat és atadasat, valamint az internetes kommunikaciot, a webes feliileteken
val6 részvétel képességét olelik fel. (Rousseau et al. 1998)

Digitalis kompetenciateszt teriiletei

1. Informacio- és adatkezelési jartassag

2. Kommunikaci6 és egyiittmiikodés

3. Digitalis tartalomgyartas

4. Biztonsag

5. Problémamegoldas (Feladatmegoldas)

Az Al szolgaltatasokat a tarsadalmi és egyéni igényeknek, a piaci trendeknek
megfelelden, tovabba az érintettek visszajelzései alapjan folyamatosan kell fejleszteni.
Az oktatasban rendkiviil ébernek kell lenniink, hogy figyelemmel kisérjiik az Al
fejlodését €s vildgunkban betoltott altalanos szerepét. Figyelniink és ellendrizniink kell
az adott technoldgia kimenetelét, hogy teljes mértékben megértsiik a viselkedését, és
megbizonyosodjunk arrdl, hogy nem sérti (emberi) erkdlesi értékeinket, tovabba az Al
izgalmas lehetdségeirdl az oktatasban. Ezekre a specialis kompetenciara, az AI miatt
nagy igény lehet a kozeljovében:

1. Adatelemzés és értelmezés

2. Technikai készségek

3. Projektmenedzsment

4. Alkalmazkodoképesség

5. Etikus dontéshozatal

Az Al olyan uj kompetenciakat igényel, amelyek (valdsziniileg) egyrészt inkabb a
kognitiv teriiletet érinti az emberiség fejlodésében.
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2.2. Intézményi kozosség, sziil6i egyiittmiikodés
Az oktatdsi intézmény kozosségformald ereje a digitalis, halozati miikodésben uj
dimenziokat kap. (Zuti, P & Hegedus, I 2023; Zuti, P 2024a; Zuti, P & Menyhart, E
2024a) A kozos célok (pl. jovotudatossag, fenntarthatosag), a SMART célrendszer
alkalmazasa, a k6zdsségi tanulds és innovacio a szervezeti kultira 1ényeges elemei. A
sziilok digitalis bevonasa, informalasa, s a csaladi kornyezetben jelentkezd digitalis
kihivasok (pl. algoritmikus tartalomsziirés, adatvédelem) kozos kezelése
nélkiilozhetetlen a sikeres digitalis atallashoz.
Az online tér kihivasainak k6zds kezelése nemcsak a digitalis biztonsagot, hanem a
szocialis bizalmi tokét is épiti. Tudatosulnia kell annak, hogy a digitalizacié nem cél,
hanem eszk6z. Azonban amig ez a gondolat nem hatja 4t a vezetéi mentalitast, az
intézmények nem lesznek képesek az oktatdsi folyamatok eldnyeit kihasznédlni. A
tanuléasi kornyezete vilagos, nyitott és inspirald, vagyis modern tanulasi kornyezet, ahol
a jovo: az innovacios intelligencia. (Zuti 2024d)
Nagyon fontos a sziil6knél is, hogy tudatosodjon: a digitalizacié nem cél, hanem eszkoz.
Meghatarozo a csaladi digitalis hazirend kialakitdsa, az aktiv részvétel: a sziild ne csak
szabalyokat allitson fel, hanem vegyen részt a gyermek online tevékenységében,
mutassa meg, hogyan miikddnek a sziir6k, mire kell figyelni. Abban az esetben hiteles
minta: ha a sziil6 sajat digitalis szokasai is példat mutatnak.
A parbeszéd és bizalom alapja a kozOs internetezés és a nyilt kommunikécid, amely
erdsiti a bizalmat, csokkenti a veszélyeket, és segit abban, hogy a gyermek kevesebb
1d6t toltson a képernyd el6tt. Sziiléi példamutatdas meghatarozd a biztonsag és
tudatossag (adatvédelem) terén. Az algoritmusok szerepére is ki kell térniink: az
algoritmusok a digitalis vildgban — példaul a kozdsségi média platformokon —
automatikusan ajanlanak tartalmakat a felhasznalok viselkedése alapjan.
Ezek a rendszerek képesek gyorsan felismerni, mi koti le a gyermek figyelmét, és egyre
hasonlobb tartalmakat kinalnak neki, ezzel ndvelve a képernydidét és befolyasolva a
médiafogyasztasi szokasokat. Az algoritmusok tehat részben ,poOtsziiléként” is
miikodhetnek, hiszen 0k szabjak meg, milyen tartalmakkal talalkozik a gyermek, ha a

sziilé nem feliigyeli aktivan a digitalis jelenlétet. (Zuti 2023a)
3. Algoritmusok, adat és etikai kihivasok

3.1. Az algoritmusok hatasa a tanuloi életvilagokra
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Az algoritmusok — kiilondsen a kozosségi médiaban és digitalis tanuldsi platformokon — rovid
id6 alatt radikalisan befolyasoltdk a tanulok médiafogyasztasat, figyelemmenedzsmentjét és
tanulési stratégidit. Mivel ezek a rendszerek a felhasznaloi viselkedésbdl tanulnak, novelik a
tartalmak személyre szabhatdsagat, de ezzel egyiitt az online szokasok uniformizalodasat és
akar veszélyes addikcids mintazatokat is generalhatnak.
A pedagogia feladata ennek tudatositasa, a tanuldk kritikai médiatudatossaganak fejlesztése, a
digitalis dnvédelem, a személyes adatok felelds kezelése és a digitalis jollét hangsulyozédsa. Az
automatikus tartalomajanlok a tanulok érdeklédésének megfeleld, de gyakran elfogult,
informdacios buborékot eredményezd tartalmakat kinalnak. Az ,,algoritmikus potsziil” szerep
veszélye, hogy a tanul6i médiafogyasztas elszakad a kritikus reflexiotol és a pedagdgiai
kontrolltol. (Zuti 2024d) Ennek kapcsan kiemelten fontos a médiatudatossag fejlesztése, a
tanulok képessé tétele arra, hogy felismerjék a manipulécio lehetséges formait.

3.2. Adatvédelem és kiberbiztonsag
A digitalis oktatasi kornyezetben az adatok kezelése — legyen az tanul6i teljesitmény, részvételi
statisztika, szocidlis vagy egészségiigyi adat — kiemelt érzékenységli kérdés. Az adatvédelmi
tudatossag novelése, a GDPR-nak val6 megfelelés, a biztonsagos adatkezelési gyakorlatok
bevezetése, a kibertérbdl eredd veszélyek elleni prevencid és gyors reagalas alapvetd
fontossagu. Ennek része a tantervi szintii kiberbiztonsagi oktatas és az intézményi adatkezelési
protokollok szigoru kidolgozasa. (European Commission 2022; Digital Education Action Plan
2021-2027)

3.3. Al és EdTech etikai keretei
Az Al-EdTech alkalmazdsa soran a legfontosabb etikai kérdések az 4tlathatdsag, a
méltanyossag, az elditélet-mentesség, a biztonsdg, a megbizhatdsag és az Al-algoritmusok
dontéseinek nyomon kovethetdsége. Meghatarozd, hogy az Al-rendszerek fejlesztéi és
alkalmazd6i — legyenek azok fejlesztd cégek vagy oktatasi intézmények — torekedjenek az etikus,
felelosségteljes innovaciora, a tanulok adatainak Ovaséra, a tanulok védelmére és az oktatok
példamutatdé magatartasara. Mind a fejlesztok, mind a pedagogiai gyakorlat feleldssége, hogy
ennek megfeleld megoldasokat alakitsanak ki, és az Al-alapu rendszerek fejlesztésében a
pedagogiai, pszichologiai, etikai és informatikai szakteriiletek szoros egyiittmiikddése

valdsuljon meg.
4. Innovacio, versenyképesség és mindoség az oktatasban

4.1. Intézményi innovacio és stratégiai célkitlizések
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Az innovécié nem csupan a technoldgiai fejlesztésekrdl szol, hanem az egész intézményi
kultira, pedagdgiai program, vezetési szemlélet és a partnerekhez valo viszony tijragondolésat
is megkoveteli. A SMART (Specifikus, Mérhet6, Elérhetd, Relevans, Idéhoz kotott)
célrendszer alkalmazasa — egyéni €s intézményi szinten — a jovotudatos mikddés alapja. (Pintér
¢s Nemes 2024) Az innovacid nem csupan eszkozhasznalatot, hanem az oktatas célszerli
atszervezeését, 1j pedagogiai filozofidk bevezetését, timogatod intézményi kultara kialakitasat is
igényli. A SMART célrendszer elterjesztése — konkrét, mérhetd, motivald, relevans és id6hoz
kotott célok kitlizése — nélkiilozhetetlen a tervezett fejlodéshez. Az AI-EdTech integracioja
partnerséget, folyamatos értékelést, az eredmények monitorozéasat és az illeszkedést segitd
flexibilitast kivan meg. (Zuti, P 2023b; Zuti, P & Gulyas, Zs Megjelenés alatt)

4.2. Oktatasi mindség, adaptivitas, tanulokozpontusag

Az oktatas mindsége a digitdlis korban az adaptivitisban, a tanuldi differencidlasban, az
egyénhez illeszkedd tanuldsi Gtvonalak biztositasaban és a tanulokdzpontiisagban is mérheto.
Az Al-megoldasok adaptiv rendszerként tdmogatni tudjak a lemaradok felzarkozasat, a
tehetségek fejloddését, az egyenld esélyek megteremtését, mikozben ujfajta pedagdgiai
kihivasokat is eredményeznek (pl. tanul6i 6nallosag, digitalis motivacid, tanari visszacsatolas
mindsége). Az Al-rendszerek lehetdséget adnak arra, hogy az egyéni tanuldsi tempot,
felzarkoztatast vagy tehetséggondozast és a felzarkdztatast személyre szabottan valositsuk meg,
mikozben megmarad a kdzosségi tanulasi élmény is.

4.3. Tehetséggondozas és esélynovel6é programok

A tehetséggondozas a jovOorientalt oktatds egyik legfontosabb eleme, amelyben a digitélis
eszk0zok, Al-analitika és differencialt pedagodgia kulcsszerepet kap. Ugyanilyen fontos a
hatranyos helyzetli tanulok tdmogatasa, a felzarkoztatds, amely nem a tanuldsi képességek,
hanem a tarsadalmi-kulturdlis toke kiilonbségeiben keresendd. A tehetséggondozas és a
hatranyos helyzetii tanulék tdmogatdsa a digitalis korszakban differencialt pedagogiai
véalaszokat igényel: digitalis mentorrendszerek, személyes visszacsatolds, online

kompetenciafejlesztd modulok mind hozzajarulnak az egyenld esélyek biztositdsahoz.
5. Az intézményi kultira megujitasa

5.1. Jovotudatos vezetési szemlélet
A jovdtudatos intézményi vezetés a kozos célok mentén allandé reflexiora, egytittmiikodésre
¢s a valtozds menedzselésére épiil. El6térbe keriil a mentori tdmogatas, a tanarok kozos
fejlesztése, az AI-EdTech rendszerek kiprobalasa, a pilot projektek inditasa és tapasztalatainak

szervezett megosztasa. Fontos az onértékelési rendszerek, a tandr-didk-sziild visszacsatoldsok
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beépitése, a nyilt tudasmegosztas €s a folyamatos szakmai fejlédés tdamogatasa. (Zuti 2024¢) A
fenntarthat6, jovOtudatos intézményi kultira kialakitdsa folyamatos reflexios, értékelési,
visszacsatolasi és fejlesztési folyamat. Ennek motorja a vezetés: a tanarok mentoralasa, az Al-
rendszerek kiprobalasa ¢és a pilot projektek tapasztalatainak megosztasa. Nyitott
tudasmegosztasra, konstruktiv partnerekre és egyéni autondmidra éppugy sziikség van, mint a
digitalis biztonsag és etika garantalasara. (Selwyn 2019)
5.2. Operacionalizalt bizalom
A bizalom nemcsak deklaralt elv, hanem operacionalizalt, a mindennapi miikddésben
érvényesiilld szervezeti norma is. Ez magaban foglalja az atlathaté dontéshozatali
mechanizmusokat, az adatkezelési eljarasokat, a tanulasi folyamatok kovethetségét és a
felelds, etikus szakmai magatartds normait. A bizalom operacionalizaladsa azt jelenti, hogy
szervezeti normava valik az atlathaté dontéshozatal, az adatkezelési szabélyozottsag, a felelds
informacidaramlas és az etikus szakmai magatartas. Ezek nélkiil az AI-EdTech fejlesztések nem
vezetnek eredményes tanuldsi- tanitasi folyamatokhoz, sOt, akar bizalmi valsagot is
generalhatnak mind a tanuldk, mind a sziil6k korében. (Németh 2022)
5.3. Felelosség, egyiittmiikodés, szakmai fejlodés

Az AI-EdTech és digitalis transzformacio kozepette a felelds cselekvés, a tanari és tanuloi
autondmia tdmogatasa, a szakmai kozOsségek, tuddsmegoszté mihelyek, valamint a
nemzetkozi halézatosodas (pl. European Digital Education Hub) dontd jelentdségii. Az oktatasi
szféra egyiittmiikodése mas dgazatokkal erdsiti a rendszerszintli innovaciot, €s hozzajarul a

versenyképes, inkluziv, fenntarthat6d tudastarsadalom megalapozasahoz.
6. Kihivasok és lehetoségek az AI-EdTech alkalmazasaban

6.1. Tanuloi és tanari kompetenciak fejlesztése
A tanuldk és tanarok digitalis és mesterséges intelligencia alapu kompetencidinak fejlesztése
folyamatos, élethossziglan tartd tanulasi feladat. Sziikséges a digitélis irastudas kiterjesztése, a
tanulok probléma- €s feladatmegoldo, kritikus gondolkodasi és egyiittmiikodési készségeinek
fejlesztése, a tanari Al-transzformacios készségek erdsitése. (Lynch 2018)

6.2. Digitalizacié hatarai és a pedagogiai értékek megtartasa
A digitalis korszak oktatdsanak hatdra a ,humanizédlt technologia”, vagyis a tanuldi
sziikségleteket, egyéni fejlesztési lehetdségeket, érzelmi €s kapcsolati igényeket tiszteletben
tarto, etikus, méltanyos pedagdgiai gyakorlat. Az AI-EdTech innovacidk mellett meg kell 6rizni
a személyességet, a kapcsolati tanulast és méltosagot, az Onreflexiot és kozos tanuldsi

¢lményeket. (Prensky 2012)
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A digitalizacio, barmilyen elonyokkel is jar, nem helyettesitheti az emberi kapcsolatokat, a
személyességet, a tanuldi onreflexidt és a kapcsolati tanulast. Az emberi tényezd, a tanari
jelenlét, empatia, személyes visszacsatolds és kozos tanulasi élmény tovabbra is a pedagogiai
értékrend kozponti elemei maradnak

6.3. Fenntarthatoé digitalis pedagogia
A fenntarthato digitalis pedagogia a technoldgiai megujulés, az oktatdsi mindség, a tarsadalmi
egyenloség ¢és Okologiai szempontok Osszehangoldsat célozza. Kiemelten fontos a
kornyezettudatos digitalis eszkdzhasznalat, a digitalis karbonldbnyom csokkentése, az
adatkozpontok energiahatékony muikodtetése, valamint a fenntarthatosag tantervi integracioja
is. (Zuti, P & Menyhart, E 2024a; Zuti, P & Menyhart, E 2024b)
Osszegzés
A digitalis kor, az AI-EdTech és a jovotudatos oktatas nem csupan technoldgiai racionalizaciot,
hanem mély, rendszerszintli szemléletvaltast hoz az oktatds minden szintjén. A bizalom, az
egylittmiikddés, az etikus adatkezelés, a tanuloi, tandri és intézményi autondmia alapvetd
feltétele a jovoorientalt, inkluziv és versenyképes tanulasi-tanitasi kultura megteremtésének.
(Molnar, Gy 2021; Zuti, P & Szakaly, Z 2024)
Az Al és az EdTech gyors fejlddése révén egyre fontosabbd valik a szakmai megujulés, a
digitalizacio kritikus reflexidja, a fenntarthat6 intézményi fejléddés. A siker kulcsa a pedagogiai
értékek és a modern technoldgiak dsszehangolasaban, a kozos célok kijeldlésében, a bizalom
operacionalizalasaban, valamint a tanulok és tanarok aktiv részvételében rejlik.
Az Al-EdTech jovétudatos €s értékelvii alkalmazasa csak a résztvevok egyiittmiikddésére,
bizalomépitésére, folyamatos reflektiv gondolkodésara és az értékek megdrzésére alapozhato.
A jov6 tudatos alakitasa, a kompetens, feleldsségteljes, egylittmiikodd szereplok kozos tanuldsa
elengedhetetlen nemcsak a digitalis kultira szempontjabol. (Zuti 2025)
Az Al-EdTech-alapt oktatas jovdje nem csupan technologia kérdése. Az emberi tényezo, a
bizalom kiépitése, a tanari tamogatas €s a tanuldi aktiv részvétel legalabb ilyen fontos. Az
intézményi kultura atalakuldsa, az atlathatd, felelds, etikus dontéshozatal és adatkezelés, a
felhasznalok digitalis kompetencidinak fejlesztése, valamint a fenntarthatosadg biztositasa
lehetnek a siker indikatorai. Az AI-EdTech jovdtudatos és értékelvii alkalmazasa csak a
résztvevok egylittmiikddésére, bizalomépitésére, folyamatos reflektiv gondolkodasara és az

értekek megdrzésére alapozhato. (Zuti 2024d)
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Kontextus a human-MI kooperacioban a szoftverfejlesztés szemszogébol

A nagy nyelvi modelleken alapulé szoftverek fejlesztésének kihivasai az
emberi interakcio felhasznaldi elvarasaira figyelemmel

Context in human-Al cooperation from a software development perspective

Challenges in developing software based on large language models with
respect to user expectations of human interaction

Dr.% Orszag-Krisz Axel’
Absztrakt

A nagy nyelvi modellek szamos hibat vétenek a human-MI kooperacid soran, melyek jelentds
része a kontextus téves kezelésén alapul. Ez a dolgozat bemutat kilenc olyan gyakori
hibajelenséget, amelyek barmelyikét megtapasztalhatja a felhasznal6, ha nagy nyelvi modellen
alapul6 megoldast hasznal. A tévedések generalt képek segitségével keriilnek bemutatasra a
konnyeb megértés segitése végett, de a hibak minden szoftverben hasonld természetiiek. Ezt
mutatja az is, hogy noha a jelenséggel foglalkozé kutatdsok csupan néhany éves multra
tekintenek vissza és mas-mads teriiletet vizsgalnak, megéllapitdsaik mégis egységesek. Erre
figyelemmel a dolgozat tobb megoldast mutat a felhasznalok szdmara a tévedések kezelése
érdekében ¢és iranyokat is megfogalmaz a fejlesztéi oldal fel¢ a kontextus kezeléséhez
kapcsolddo anomalidk megsziintetése céljabol.

Kulcsfogalmak: nagy nyelvi modell, tévedés a kontextus kezelésében, human-MI kooperacio,

szoftverfejlesztés, prompt készités
Abstract

Large language models make numerous mistakes during human-Al cooperation. Most of these
errors are based on incorrect context management or recognition. This paper presents nine
common failures that users may encounter when using large language model (LLM) based
solutions. The mistakes are illustrated using generated images to ease understanding. However,
all of these issues appear in each software that applies large language models in their workflow.
Findings of the related fields of science are consistent even though research on the phenomenon
is only a few years old and examines different areas and software. This proves the presence and

importance of the demonstrated failures. Therefore, the paper provides several solutions for

% Nem tudomanyos fokozat, jogasz doktor
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users to manage these errors and also gives suggestions for developers to eliminate context-
related anomalies effectively.
Keywords: large language model, issue in handling context, human-Al cooperation, software

development, prompt engineering
Bevezeto

Az emberi intelligencia mesterséges, gépesitett megvaldsitasa mar az 6korban foglalkoztatta a
gondolkododkat, am a 20. szdzadig kellett varni ra, hogy a mesterséges intelligencia kilépjen a
fantdzidk és mitoszok vilagdbol. A mai értelemben vett MI megalkotdsat a programozhato
digitalis szamitogépek kifejlesztése alapozta meg, mely technoldgia mér az 1940-es években
rendelkezésre allt. A folyamat innentdl kezdetben igencsak felgyorsult, hiszen a Turing teszt
mar 1948-ban felvetette a mesterséges intelligencia egy lehetséges hatdrat és 1956-ban, tehat
minddssze 16 évvel kés6bb, az USA-ban talalhatdo Dartmouth College fOiskolan mar el is
kezd6dott a mesterségesen létrehozott intelligencia megvalosithatésaganak kutatasa (Newquist
1994). Azonban a gyakorlati szoftverkészités még sokdig varatott magara, mivel az elméletek
¢évtizedeken keresztiil messze a technikai lehetdségek elott jartak. 2005-ben, a ,,big data”
fogalmanak megjelenésével indult el az a folyamat, mely a mai értelemben vett mesterséges
intelligencia megoldasok kifejlesztéséhez vezetett (Lecun et al. 2015). A jelen keretek kozt
vizsgalt teriilethez, a nagy nyelvi modellek hétkéznapi alkalmazasahoz viszont csak a
ChatGPT-3 modell 2020-as megjelenése vezetett. Az LLM fejlesztésének ugyanis ez volt az
elsd olyan szintje, amely, az éltalanos céli hasznéalhatosag tekintetében attorést igért, illetve
jelentett (Hariri 2023).

Szamos tudomdanyos cikk, dolgozat foglalkozik a mesterséges intelligencia fejlesztésének
technologiai korlataival vagy éppen az Ml-nek a vildgra gyakorolt hatdsaval ideértve a
tarsadalmi, etikai és gazdasagi kérdéseket is. Ugyanakkor a mesterséges intelligenciat, mint
szoftverfejlesztési folyamatot a fejleszté személyek oldalardl vizsgald kutatds mar kevesebb.
Ez nyilvanvaloan egyfeldl annak tudhatd be, hogy a teriilet még nagyon 1j, masfeldl pedig
nagyon gyakorlatorientalt.

Tekintettel arra, hogy e pillanatban még minden mesterséges intelligencia modell végsd soron
olyan kod, amelyet emberi kéz alkotott, az emberi faktor és az MI fejlesztés problematikdjanak
emberi megértése kulcsfontossdgti ahhoz, hogy olyan megoldasokat fejlessziink, amelyek

valoban azt is ugy végzik el, ahogyan azt az eredeti cél megkoveteli.
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1.A kontextus, mint probléma

A fogalom kérdéskorének attekintése

A kontextus az ember szdmara olyan hétkoznapi €s természetes, hogy definialni sem egyszert.
A fogalom meghatarozasanak kérdésével a nyelvészet ¢s a kommunikacidhoz kapcsolddo
egyeb tudomanyok foglalkoznak behatdan és ezek mindegyike teriiletén elmondhato, hogy a
fogalmak torténeti és elméleti szinten is jelentds valtozatossdgot mutatnak. A szerz6 nem
kivanja bemutatni egyik kontextus-fogalmat sem €s nem is tesz kisérletet ezek Gsszevetésére,
mivel ez kiviil esik jelen dolgozat fokuszan. Ugyanakkor azt mindenképpen érdemes
megjegyezni, hogy a kontextus, mint a szovegkornyezet leirdja, olyan hatdssal van a human-
MI interakciora, mely a jelenleg targyalt kérdés alapproblémaja.

A kontextus, a fentebb emlitett komplex meghatarozastol elkiiloniilten, az informatikaban is
létezd entitds, méghozza egy kifejezetten gyakorlati fogalom. Epp ez utobbi aspektuséara
figyelemmel nagyon is konkrét jelentéssel bir, &m az alkalmazas tekintetében mar akadnak
kiilonbségek az egyes programnyelvekben. A kontextus minden esetben olyan valami, amely a
munkakornyezet egy részét kiemelten irja el. A legtobb programozasi nyelvben a kontextus
csak az adataramlas kezelésére korlatozodik. A Python példaul a valtozok életciklusa nyomon
kovetésének egyszerlsitésére alkalmazza a kontextusmenedzsert, mely a hasznalata elején
megnyitja, a végén pedig lezarja az érintett adatfolyamot (Van Rossum & Coghlan 2005). Ezzel
szemben azok a programnyelvek, amelyek teljesen elszigetelt kornyezetben futnak, egyfajta
kontextust biztositanak az alaphardver elérésére, mely a korabban bemutatott alkalmazassal
ellentétben allandodan jelen van, de az egyes felhasznalasi teriiletekre figyelemmel folyamatosan
valtozo, korlatozott formaban érhetd el. A kontextust igy kezeld kornyezetre példa az Android
vagy az 10S operacids rendszerek és az eszeken hasznalt Java, Kotlin és Swift nyelvek.

A szoftverfejlesztés torténetében mar viszonylag koran felmeriilt olyan kod készitése, mely
alkalmas arra, hogy az ember szabadszavas modszerrel, ha Ugy tetszik ,természetes
kommunikécioval” Iéphessen kapcsolatba a szamitogéppel. Az els6 ilyen program az 1964 ¢és
1967 kozott a Massachusetts Institute of Technology (MIT) intézetben fejlesztett Eliza nevii
alkalmazas volt, amelyet pszichoterapids eszkozként is sokaig hasznaltak. Ezt a programot
tekintik a természetes nyelvfeldolgozas uttdrdjének is. Maga a megoldas teljes egészében az
angol nyelv merev mondatalkotési szabalyainak kihasznélasara épiilt, de évtizedeken keresztiil
is csoda, hiszen, mint azt az Alan Turing at 100 (2012) is kiemeli, Eliza eredeti célja a Turing

teszt teljesitése volt.
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A tényleges természetes nyelvi kommunikéacié megvaldsulasat azonban csak a nagy nyelvi
modellek hoztak el és a nyelvészeti értelemben vett kontextus problémaéja pedig el6szor akkor
keriilt eld, amikor 2020-ban a mar fentebb emlitett ChatGPT-3 megjelent. Ez a szolgaltatés volt
ugyanis az, amely attorte az informatika hatarait és a nagy nyelvi modelleket eljuttatta a
felhasznalok széles koréhez, olyanokhoz is, akik szdmara a szoftverek informatikai paraméterei
és korlatai nem relevansak és nem is ismertek. Ebbdl fakaddan jelentdsen kitdgult az a nyelvi
kontextus, amelyben a szoftvernek, mint szolgéltatasnak helyt kellett allnia (Wang et al. 2024).
Figyelemmel arra, hogy maga a probléma is csak né¢hany éve keriilt fokuszba, az e teriiletet
vizsgald kutatdsok még nagyon frissek €s a megallapitdsok finomitasa, ellendrzése egy kezdeti
fazisban 1év6 folyamat. Ugyanakkor a kérdés megismerése, elemzése és megértése nagyon is
fontos, hiszen a nagy nyelvi modellek altal kiszolgalt megoldasok, épp az egyszerti human-
szoftver interakci6 igérete miatt, egyre inkabb bekdltdnek hétkdznapjainkba.

A kontextus szoftvers leképezésének megértése, illetve a leképezés javitdsa mindkét
kommunikacios fél szamara nélkiilozhetetlen. Az ember, azaz a felhasznald a kontextus-kezelés
megértésével hatékonyabban tud kommunikalni a nagy nyelvi modellekkel, mig a fejlesztok a
jovoben olyan megoldéasokat tudnak majd eldallitani, amelyek hatékonyabb valaszokat lesznek
képesek adni olyan interakcidk esetén is, ahol az ember teljes egészében sajat, természetes
kommunikécids kdzegében marad, és a gép minden tekintetben, maradéktalanul alkalmazkodik

a felhasznalo kontextusahoz.
2. A kontextus-probléma mibenléte

A kontextus problematikdjat gyakorlati modon lehet leginkabb meghatdrozni, és messzirdl
tekintve egy nagyon egyszerl jelenségben foglalhatd 0ssze; a nagy nyelvi modell és az ember
kozotti kommunikacio soran a szoftver mar alapjaiban sem azt a valaszt adja, amire az ember
szamit. E megfogalmazas kell6képpen laikusnak hat, hogy figyelemfelkeltd legyen,
ugyanakkor minden egyszeriisége ellenére viszonylag pontos is, mivel tartalmazza azt a
kritériumot, hogy megalapozottan szdmit a kommunikalé valamiféle valaszra, tehat minden
olyan helyzetet kizar, amelyben a ,hiba” a szoftver egyéb sajatossagabol vagy a futtatd
kornyezet helytelen miikodésébdl, illetve a felhasznaldi szandékbal fakad.

Ahhoz, hogy a fenti allitas értelmezése helyes legyen, érdemes tisztazni, hogyan is miikodik
felhasznaloi szinten a nagy nyelvi modell munkafolyamat. A felhasznalé megfogalmaz valamit
a szoftver szdmara, ezt promptnak nevezziik. A szoftver belsd szerkezeti felépitését tekintve
egy un. ,,pipeline”, amely voltaképp azt jelenti, hogy a szolgéltatads egymasra épiil6 szerkezeti

egységekbdl épiil fel, amelyek egyiittesen jarulnak hozza a végeredmény kialakitasdhoz (Ciu
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et.al. 2024). A folyamat Iényegének leirasara a szallitoszalag a legképszeriibb megoldas, hiszen
az adat egyik allomasrél a masikra halad tovabb, mikozben atalakul, igy a végén elkésziil a
termék, amely voltaképp a valasz, illetve a reakci6 az emberi kommunikaciéra. A prompt tehat
bekeriil ebbe a folyamatba, eldzetes feldolgozadson megy keresztiil, amely soran a széveg Un.
tokenekké alakul. Ez egy olyan kodolasi folyamat, amely a modellek szaméara értelmezhetd
formara alakitja az emberi kommunikaciot. Ezt kovetden, mint arra példaul Li 2024-es munkaja
is ramutat, nagyon kiilonb6z6 modokon folytatddik az adatok feldolgozésa, hiszen a modellek
értelmezést és keresést is végeznek, illetve a folyamat masodik felében generativ dgensek
segitségével alakitanak ki egy tokenekbdl allo valaszt, amely az utofeldolgozas soran valik
olyan szoveggé, amit a felhasznald megért. A kontextushoz kothetd hibak felmeriilhetnek
minden olyan fent nevezett fazisban, amelyek tényleges modell akciot tartalmaznak, tehat az
eld- és utéfeldolgozas kivételével barhol.
A szerzd elsédleges célja a hibas kontextusértelmezés jelenségének bemutatdsa. Epp ezért e
dolgozat keretei kozt nem keriilnek tételesen bemutatasra és tlitkoztetésre a témaval foglalkozo
tudoésok tanulmanyai. Ugyanakkor a mélyebben érdeklédd olvasd szamara hasznos lehet, ha
megismeri Neuman 2024-es, Spector és munkatarsai 2022-es, Zhu és munkatarsai 2024-es,
Patil és Gudivada 2024-es, Kaddour és munkatarsai 2023-as, illetve Deng és munkatarsai 2024-
es munkait, mert az alabbi felsorolés, illetve a kovetkezd fejezet alfejezeter egy kivételével
olyan kontextuskezelési hibdkat mutatnak be, amelyek valamennyi szerzd felismer és jelen
dolgozat kereteit messze meghaladoan ismertet is.
A fent emlitett kutatok Osszességére is figyelemmel és a szerzd tapasztalatai alapjan a
kontextus-hibak leginkabb jellemzd teriiletei, melyek bemutatasra is keriilnek:

e Koherencia vagy kohézid hianya

e Az altalanos jelentés ismeretének hianya

e Anafora-feloldas hibgja

e Tobbértelmii kontextus

e Tultanulas

e Szakmai nyelv megértésének hidnya

e A vilag korlatozott ismerete
A szandék felismerésének hianya

A felsoroltakon tilmenden bemutatasra keriil egy tovabbi jelenség is, amelynek 1ényege a
valaszkényszerbdl adodd hiba. A mindenaron valaszadas sziikségszertisége olyan mélyen

alapvetd tulajdonsagnak szamit a nagy nyelvi modellek, sOt altalaban a mesterséges
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intelligencia alkalmazési teriiletein, hogy 0nall6 hibaként fel sem meriil, pedig a
hétkoznapiva valo szolgaltatdsok okan hasznos lenne ezzel a kérdéssel is foglalkozni, hiszen
a felhasznalok — akaratlanul vagy épp szandékosan — olyan kérdések, kérések, kihivasok elé
is allitjdk a szoftvert olykor, amelyekre nincs valds megoldas. Ugyanakkor az MI-vel
szemben elvarassa valt, hogy ,,mindenre tudjon valaszolni”. Marpedig, ha nincs ,,értelmes”,
illetve valos valasz egy adott promptra, azt a szerzdé allaspontja szerint célszerli lenne

kozolni a felhasznaloval.
3. A kontextus problémak megoldasanak iranyai

A fentebb vazolt problémak feloldasara két jellemz6 vélaszt ad az elméleti és a gyakorlati
informatika egyarant. Az egyik az un. ,Retrieval-Augmented Generation”, réviden RAG,
magyarra froditva ,.feltard kereséssel bdvitett alkotds”, a masik pedig az un. ,kis nyelvi
modellek” megalkotdsa, amelyek csupdn egy-egy részteriiletre fokuszalva teljesitenek
kiemelkedden. A Retrieval-Augmented Generation olyan megoldast jelent, amely a betanitott
adatokon tulmenden a feldolgozassal 6sszekotott keresések segitségével igyekszik az altalanos
nagy nyelvi modelleknél pontosabb valaszt adni (Gupta, Ranjan & Singh 2024). Ezzel szemben
a kis nyelvi modellek nem a szolgaltatas részeként, hanem 6nall6 szolgaltatasként miikodnek
mar elére meghatarozva azt a kontextust, amelyben jol fognak teljesiteni (Heaven 2025).

Mindkét megoldasi modra igaz, hogy béven van még hova tokéletesedniiik, illetve az is, hogy
jelentds eltéréseket mutatnak a szolgaltatok azon igéreteivel szemben, mely szerint kiisz6bon
az altalanos célu mesterséges intelligencia. Ez utdbbi tekintetében fontos azt megjegyezni, hogy
egy ilyen igéreti szolgaltatds minden bizonnyal RAG vagy sok kis nyelvi modell egyiittesén,
esetleg a kettd kombinaciojan alapul, tehat 6sszességében a belsd felépitése mindenképpen
tavol all attol, amit jellemzden elvarnank az altalanos gondolkodéstol és sokkal inkabb lesz egy
olyan szoftver-lancolat, amely a tudoméany nagyon rdviden itt is ismertetett alldsa szerinti

epitokovekbdl all ssze.
4. A kontextus-probléma természete a gyakorlatban

Jelen dolgozat a kontextus kezelésének leggyakoribb problémait egy egyszerti eszkozzel,
képgeneralassal kivanja bemutatni. A bemutatasi folyamat soran az elsd kivételével valamennyi
prompt angol nyelven keriilt megfogalmazasra annak érdekében, hogy a vizsgéalatbol zavard
tényezoként kikeriiljon a nyelvek kozotti forditas, mint potencialis hibaforras.

Fontos megjegyezni, hogy a szerz6 a felhasznalt generativ mesterséges intelligencia modellnek

nem fejlesztdje vagy lizemeltetdje, illetve sem a részletes forraskddot, sem a betanité adatokat
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nem ismeri. Ugyanakkor az alabb lathatd jelenségek a nagy nyelvi modelleken alapul6
szolgaltatasok altalanos jellemzdit tokéletesen mutatjak be, ezen feliil az egyes képek kiillemére
figyelemmel alappal tételezhetjiik fel, hogy a kivalasztott szolgéltatds nagy mértékben azokra
a szabad felhasznalast képi anyagokra tamaszkodva keriilt tréningezésre, amelyekre az dsszes

tobbi modell betanitasa is alapul.
5. Koherencia vagy kohézié hianya

Ez a hiba azt jelenti, hogy a modell nem képes a szavak vagy mondatok, szovegrészek kozotti
kapcsolatot, dsszefliggést feltarni. A jelenség a ,, bor és seprdje” prompt megadasaval keriil

bemutatasra.

1. abra "bor és seproje”

forras: Magic Studio Art Generator
Mint azt az 1. bra jol mutatja, a modellnek gondja akadt a ,,seprd” sz6 értelmezésével. Maga
a sz0 kifejezetten a bor készitése soran képzddd salakanyagot, lerakddast jelenti, ugyanakkor
az eljaras sordn a folyamat valamely pontja nem vette figyelembe a sz6t megel6z6 ,,bor” szot,
igy rendszer a hasonld hangzasu és irdasmaodu ,,seprii” szot alkalmazta.
A koherencia hianyabol adod6do kontextus-hibat nehéz a gyakorlatban megkeriilni, mivel a
koriiliras jellemzOéen csak ront a helyzeten, hiszen ujabb szavak hozzaadasaval csak
komplikaltabba valik a generdland6 kép, igy nagyobb lesz az esély a nem megfeleld tartalom

kialakulasara.
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6, Az altalanos jelentés ismeretének hianya

Ez a hiba olyankor jelenik meg, amikor a modell valamilyen okndl fogva nincs tisztadban egy
sz0 vagy szodsszetétel hétkoznapi jelentésével, illetve e tekintetben elmaradasban van. A

jelenség most a ,, cell examination” prompt segitségével tarul fel.

2. abra "cell examination"

forrds: Magic Studio Art Generator

A fentebb lathato 2. abra jo példdja annak, milyen az, amikor a modell betanité adatai a
felhasznalaskor nem iddszertiek. A prompt cella ellendrzést és sejtvizsgalatot egyarant jelent.
A szerzd vélelmezi, hogy hétkdznapi értelenben az orvostudomanyi fogalom gyakoribb
beszédtéma, mint a biintetésvégrehajtasi jelentés. Ugyanakkor az is nyilvanvalo, hogy a
sejtvizsgalat altalanossa valasahoz sziikség volt az orvostudomany ¢és a biologia fejlodésére,
mely az utdbbi évtizedben egyéb tudoméanyok mellett a mesterséges intelligencianak is volt
koszonhetd. Foként szerzéi jogi okok miatt a betanitd adatok nagyrésze ugyanakkor a
régmultbodl szarmazik, ahol a sejtvizsgalat még szoba sem johetett.

Tisztan a képgeneralas teriiletén ez a hianyossag is nehezen oldhat6 fel a felhasznald prompt
alakitasaval, mas nagy nyelvi modellek esetében pedig a koriiliras miatt fennall a fokuszvesztés
veszélye. Az el6zd fejezet végén emlitett Retrieval-Augmented Generation megoldasok épp

ezeknek az eseteknek a feloldasara hivatottak.
7, Anafora-feloldas hibaja

Az anafora irodalmi és nyelvészeti fogalom is. Ez utdbbi értelemben az egyik rész masikra

utalasat jelenti. A nagy nyelvi modellek esetében azt a jelenséget illetik ezzel a névvel, amikor
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a modell nem ismeri fel, hogy a szoveg egy része egy korabbira utal. A hiba vizsgalatdhoz a

., pentatonic scale” prompt kerilt felhasznalasra.

MagicStudio

3. abra "pentatonic scale”
forras: Magic Studio Art Generator

A generalt képet a 3. dbra tartalmazza. Az alkalmazott prompt magyar jelentése pentaton skala.
A pentaton skéala egy zenei fogalom, mely példaul a magyar népdalokra is jellemzd.
Onmagaban a ,,pentatonic” szonak képesnek kellene lennie a modellt ravenni arra, hogy zenei
targykorben alkosson, ugyanakkor a nagy nyelvi modellekre jellemzé figyelem kozpontu
miikodés miatt a ,,scale” sz6 uralta a kép l1étrehozasat és az el6z6 szoéhoz fliz6do, az ember
szamara egyértelmil kapcsolat teljes egészében eltlint. Az angol scale skalat és mérleget is jelent
egyszerre. A mérleg a jelek szerint annyira altalanos kifejezés, hogy egészen egyértelmii
kontextusokat is képes elnyomni.

Mivel az e probléma szemléltetésére kitalalt feladat alapvetden kreativ jellegli, a felhasznalo
hasonld esetben minden bizonnyal valamilyen énekléshez kotddo képet generdlna, ezért ez igy
megoldhat6. Kommunikécios helyzetben a modell a pentaton skdla fogalom eldzetes
megkérdezésével nagy eséllyel olyan allapotba hozhat6, ahol a zenei kontextus immar szamara
is egyértelmi.

7. Tobbértelmii kontextus

Ez a hiba akkor jelenik meg, amikor egy adott kifejezésnek tobb, koriilbeliil azonos sulyu
értelmezése van. Itt nem a szakkifejezések ismeretének hidnyarodl van szo, hanem olyan

esetekrdl, amikor minden kiilonallo jelentés azonos mértékben gyakori €s hétkdznapi jellegii.

A prompt, amely a jelenséget bemutatja a ,, rock collection ™.
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4. abra "rock colletton

forras: Magic Studio Art Generator

A kép, amelyet a 4. abra tartalmaz, az egyik gyakori jelentést valdsitja meg, amely szerint a
,rock collection” kovek gylijteménye. Korosztalytol és érdeklddési teriilettdl fiiggden
ugyanilyen eséllyel lehetne sz6 rock zenei stilust albumok esetleg relikvidk dsszességérdl is. A
legtobb modell esetében eldzetes kontextus hianyaban nagy eséllyel mindkét jelentés elofordul.
Ezt a modellekbe épitett véletlen alkalmazdsa biztositja, mely az ilyen szoftverek
kommunikaciojat teszi emberszeriibbé és kreativabba.

Akar kép készités, akar mas nagy nyelvi modell feladat esetében a felhasznald ezt a hibat
konnyen ki tudja kiiszobolni megfeleld megfogalmazassal. A probléma jellemzden inkabb
abbdl szokott adodni, az egyes ember szamdra az 4ltala hasznalt jelentés annyira magatol
értetddik, hogy eszébe sem jut a masik jelentés létezése, mig nem szembesiil a modell
,»hibdjaval”.

8. Tultanulas

Tultanulasrdl akkor beszEliink a mesterséges intelligencia tekintetében, ha egy adott probléma
lehetséges megoldasai koziil csak bizonyosakat preferal, illetve csak bizonyos helyzeteket
képes érdemben vizsgalni és megoldani. A nagy nyelvi modellek teriiletén ez olyankor
fordulhat el6, ha a betanitdo adatokat egy-egy teriiletre fokuszalva kiemelten kezelik. A

,, welcoming wave” prompt egy ilyen jelenséget mutat.
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5. dbra "welcoming wave"
forrds: Magic Studio Art Generator

A fenti 5. dbra tartalma kifejezetten meglepd, hiszen a prompt magyar jelentése idvozlo
integetés. Raadasul ez a szokapcsolat aligha értelmezheté masképpen. A modell esetében itt
nagy valdszinliséggel arrdl van szd, hogy a hullam egy vizi, természeti kontextust teremtett.
Fontos megjegyezni, hogy a tultanulas a gyakorlatban semmilyen hasonldsagot sem mutat a az
anafora jelenséggel, noha jelen dolgozat keretei kozott hasonlonak tlinhetnek, hiszen egy-egy
jelzo szerkezet téves értelmezésén alapulnak. Ugyanakkor az anafora esetében egy a kontextust
orientald, szakteriileti értelemmel bir6d elsé szordl van sz6, mig jelen esetben egy teljesen
altalanos értelemmel bir6 szerkezet értelmezése volt teljes egészében sikertelen, téves.

A taltanulds ellen a felhasznalé6 nem tud védekezni, ez tipikusan olyan teriilet, ahol a
fejlesztonek kell bolcsen mérlegelnie, az adott modellt mire és milyen mértékben tanitja, illetve

hogyan ismeri fel a modellben az esetlegesen eléforduld tultanulast.
9. Szakmai nyelv megértésének hianya

Ez a hiba akkor jelenik meg, ha kifejezetten szakmai jellegii feladatot adunk egy nagy nyelvi
modellnek, de az egyes terminus technicusokat nem ismeri fel a szoftver, nem figyel rjuk. A

hiba bemutatasahoz a ,, root path” prompt keriilt alkalmazésra.
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6. abra "root path"
forrds: Magic Studio Art Generator

A 6. abra tartalma egy kissé szlirrealis alkotds. A képen egy a gyokereit a fold felszinén tart6 fa
van, amelyhez egy ut vezet. A prompt magyar tiikkdrforditasa gyokér utvonal. A jelek szerint a
modell is igy értelmezte. Ugyanakkor ennek a szavak szintjén megragadd meghatarozasnak
valdjdban semmi értelme sincs. Az informatikdban viszont ez a szokapcsolat egy adott
fajlrendszerben talalhaté legfelsébb elérési pontot jelenti. A fenti prompt esetében indokolt lett
volna ezt valamilyen modon abrazolni, vagy legalabb valamilyen informatikai kontextusra
jellemzd rajzot alkotni.

A modell ismereteinek hianyossagain alapuld hibak kezelése felhasznaldi szinten voltaképp
lehetetlen. Meg lehet probalkozni ugyan koriilirassal, melynek hatuliitéi itt is ugyanazok,

amelyek korabban mar emlitésre kertiltek.
10. A vilag korlatozott ismerete

A nagy nyelvi modellek jellemzden azért ismerik korlatozottan a vilagot, mert tanulasi
folyamataik valamilyen szempontbol kotottek. Itt két nagy eset fordulhat eld, a rendelkezésre
allo szamitasi kapacitas vagy az adat képezi a korlatot. Jellemzd, hogy tobbnyire a

felhasznalhat6 adat fogy el. A ,, networking” prompt elég jol demonstralja a hibat.
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7. abra "networking”

forrds: Magic Studio Art Generator

A kép, amelyet a 7. abra tartalmaz elfogadhatd jo megoldasnak, hiszen a networking
halozatépitést jelent. Ugyanakkor a kornyezet semmiképpen sem modern, ami azért
értelmezhetd hibaként, mivel a prompt semmi olyan szdveget nem tartalmazott, amely a
historikus jelleget indokolna.

Ha a felhasznalo a vilag korlatozott ismeretével taldlkozik egy-egy nagy nyelvi modell
esetében, minden kockazat ellenére is érdemes lehet a koriilirassal kisérletezni, mivel példaul a
korszak olyan tényezO, amit prioritdsként kezel a modell és alakitja jelen esetben a kép
megjelenését. A példan talmutatva érdemes megjegyezni, hogy mas szolgaltatasok esetében
akar egészen mas jellemzok is miikodhetnek igy. A modell korlatozott ismeretét olyan jellemzd,
amelyet a felhasznalonak érdemes kiismernie, hogy sajat munkdjat megkdnnyitse,

eredményesebbé tegye.
11. A szandék felismerésének hianya

Ez ajelenség alapvetden azért fordul eld, mert a mesterséges intelligencia alapu rendszerek nem
képesek felismerni és értelmezni a szandékot, épp ezért ezt a hidtust az adott helyzetben
altalanosnak tekintett szandék vélelmezésével orvosolja a szoftver. A hiba a ,, creative model”

prompt segitségével keriil bemutatasra.
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8. abra ,,creative model”

forrds: Magic Studio Art Generator
Az itt lathato 8. abra egy olyan kép, amelyen a ,, model” szt a ndalak, mig a ,, creative” sz6t a
kezei kornyékén talalhato targyak jelenitik meg. Figyelemmel a dolgozat targyara a szandék itt
a kreativ modellek abrazolasi kisérletére irdnyult, mivel maga a prompt magyar forditasa is ez.
Akércsak szamos kordbbi esetben, itt is a prompt koriilirdsa lehet az a megoldés, amely
esetlegesen a felhasznald segitségére lehet a nagy nyelvi modellek alkalmazasa soran, hogy

végeredményt kapjon, amely igazodik elvarasaihoz.
12. A ,mindendron megoldas”, mint hibaforras

A mesterséges intelligenciat tartalmazé megoldasoknak mar a kezdetektdl fogva egy sajatos
jellemzdje, hogy akkor is adnak valamiféle végeredményt, ha a valdsagaban értelmezési
tartomanyon kiviil van szamukra a megoldando6 feladat. Ez a nagy nyelvi modellek esetében
sem téves értelmezés, vagy ,,hallucinécio”. A probléma abbol ered, hogy a szoftverek lancolata
mindenképp ad ,,értelmesként” osztalyozott végeredményt, mivel egy ,,nincs valdos megoldas”
végpont matematikai értelemben nehezen illeszthet6 a mélytanuldé modellekbe. Annak
érdekében, hogy ez megmutathatd legyen, az Osszes tobbi esetben is hasznalt képgeneralo

modell ezattal a ,, context”, azaz kontextus promptot kapta.
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9. abra ,, context”
forrds: Magic Studio Art Generator
A 9. abra az utolso rajz, de tekinthetd akar az utolso utaninak is, hiszen a felhasznélo célja jelen
esetben az volt, hogy a szoftvert olyan feladat elé allitsa, aminek nincs valdés megoldasa. Ehhez

képest egy folyoparti hdz lett a modell valasza.
13. A kontextus-probléma bemutatasanak tanulsagai

A probléma demonstralasara valasztott szolgaltatastipus, azaz a képek generalasa elég jol
hasznalhat6 a kontextushoz k6tddo hibak bemutatasara, mivel a vizualis megjelenés a szoveges
tartalommal szemben alapvetden nyelvfiiggetlen. A jelen esetben valasztott szoftver pedig elég
jol megmutatja, a feltarni kivant hibak miként jelennek meg a gyakorlatban.

Altaldnos tanulsagként levonhato, hogy a modell bizonytalansag esetén természetet és embert
abrazolo képet hoz létre, mely jellemzden a 20. szazad elsé felére jellemz6 hangulatot araszt.
Az abrazolas témait magyarazza, hogy a fent emlitett témak a leggyakrabban kért tartalmak
koz¢ tartoznak (Bie et.al. 2024). Az évszazaddal ezel6tti latvanyvilagot a szerzdi jog hatdrozza
meg, mivel a mualkotasok jellemzOen az alkotok halalat kovetd 70 év elteltével valnak

koztulajdonna.
14. Javaslatok a kontextus-probléma feloldasara

A kontextushoz kothetd hibakat hosszu tdvon a szoftverfejlesztoknek kell kikiiszobolniiik, ha
valoban olyan megoldast kivannak fejleszteni, amely az embertdl nem var semmilyen
eloképzettséget, tudast. Ugyanakkor, figyelemmel kiillondsen arra, hogy a nagy nyelvi

modelleken alapul6 szolgaltatdsok mar most is igen elterjedtek, a felhasznéaloknak is célszeri
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magukat felvértezni olyan ismeretekkel, amelyek a mesterséges intelligencia szadmara
megfeleld nyelvezetet teremtenek. Ez utobbi mar csak azért is fontos, mert ma még nem
tudhat6, mennyi ideig tart, mig ténylegesen kifejlesztésre keriil egy olyan megoldas, amely
képes a fent nevesitett, illetve az Osszes tobbi hasonld hibat tokéletesen, vagy legaldbb

nagyobbrészt kezelni.
15. Mit tehet a felhasznalo?

A felhasznalo elsddleges feladata ma, hogy ne €16 szoveget, hanem promptot fogalmazzon meg.
Ez a gyakorlatban azt jelenti, hogy a kommunikaci6 soran csak annyire érdemes szofisztikéltan
fogalmazni, amennyire feltétleniil sziikséges, hiszen a megfogalmazasban rejlo részletek a
gyakorlatban elvesznek, mivel valamelyik fentebb bemutatott kontextus-probléma jo eséllyel
»elnyeli” a részleteket is. Ezen feliil az sem elhanyagolhat6, hogy egy emberi értelemben véve
alaposan megfogalmazott gondolat b6ven tartalmaz olyan logikai és tartalmi fordulépontokat,
amely a modellt teljes egészében félreviszi.

A felhasznal6é szamara hasznos tudas az is, ha az altala elérni kivant hatast olyan szavakkal
fejezi ki, amely az adott cél érdekében leginkabb &ltaldnosan haszndlatos. A terminus
technicusokat érdemes hétkoznapi fogalmakkal helyettesiteni és azok szakmai sajatossagait, a
hétkdznapitol valo letérését pedig tételesen leirni. Ez kiilondsen képek, videok egyéb tartalmak

generalasa esetén igaz.
16. Mit tegyen a fejleszt6?

A fejlesztéseknek minél tobb kontextust fel kell ismerniiik és alkalmazkodni kell hozzajuk.
Ehhez a mar meglévé megoldasok tokéletesitésén, de akar teljesen 1) megkozelitéseken
keresztiil is vezethet ut, hiszen a mesterséges intelligencia €s a nagy nyelvi modellek fejlesztése
még teljes egészében abban a szakaszban van, amikor konnyen elképzelhetd, hogy az iparagat

¢s a tudomanyteriiletet alapvetden megvaltoztatd felfedezést tesznek a kisérletezok, a kutatok.
Osszefoglalas

A nagy nyelvi modellek a human interakcidk soran kapott emberi kommunikéaciét nem minden
esetben értelmezik gy, ahogyan azt a felhasznalok elvarjak. Ezen helyzetek jelentds hanyadat
teszik ki azok az alkalmak, amikor a megértés hibaja a kontextus téves értelmezésén alapul.
Jelen dolgozat arra tett kisérletet, hogy a kontextus értelmezésének legjellemzdbb hibait egy
kép generald modell segitségével mutassa be. Az dbrakon talalhato kilenc kép mindegyike egy-

egy tipikus hibat jelenit meg.
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A szakirodalmi attekintés soran megallapithatd, hogy a nagy nyelvi modellek korlatait
feltérképezo kutatas igencsak friss, am eredményei mégis azonos irdnyokba mutatnak. Ez a tény
azt is jelenti, hogy az a koriilmény mely szerint az eltérd munkafolyamatokat alkalmazo
modellek hasonld hibakkal kiizdenek arra enged kovetkeztetni, a tévedések fennallasa a
mesterséges intelligencia és a nagy nyelvi modellek alapveté matematikai sajatossagaira
vetithetok vissza. Ez jo eséllyel azt is jelenti, hogy a fejlesztéi oldal akkor fog a kérdésekre
megoldast talalni, ha olyan koncepcidval all eld, amely a létez6 matematikai korlatokat
meghaladja, illetve a gatakat attori.

Tekintettel arra, hogy a nagy nyelvi modellek haszndlata mar most is mindennaposnak
mondhaté és a feltart hibak minden olyan szolgéltatdsban jelen vannak, amelyek ilyen
megoldasokat alkalmaznak, a felhasznalok nem engedhetik meg maguknak, hogy megvarjak,
mig a fejlesztdi oldal és a tudomany megoldja a kérdést. Epp ezért arra is nagy mértékben
szlikség van, hogy a hasznalok megismerjék e szoftverek hibdit és igyekezzenek hozza
alkalmazkodni, megkeriilni azokat mindaddig, mig a mainal sokkal jobban miikodo
megoldasok nem keriilnek a piacra.

A mesterséges intelligenciat emberek fejlesztik emberek szdmara, épp ezért a human-MI
kooperaci6 kdzvetetten ember-ember kooperaciot is jelent. Ezt mindkét oldalnak figyelembe

kell vennie a nagy nyelvi modellek és a veliik val6 munkaveégzés sikeréhez egyarant.
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A Kreativitas matematikaja: a mesterséges alkotas hatarai
The Mathematics of Creativity: The Limits of Artificial Creation

Vécsey Richard Adam®

Absztrakt

A tanulmény a generativ mesterséges intelligencia kreativitasdt ¢és annak matematikai
mérhetdségét vizsgalja. A kutatds célja, hogy feltdrja az MI altal létrehozott alkotdsok
egyediségének hatdarait, Osszehasonlitva az emberi kreativitdssal. A kreativ teljesitmény
elemzésére kiilonb6zé mérdszamok és benchmarkok szolgalnak, beleértve a Kullback-Leibler
divergenciat, a Shannon-entropiat, valamint az MI-képességeket vizsgald egységes
adatbazisokat és tesztrendszereket. A tanitds soran alkalmazott veszteségfiiggvények és az
adatbazis-alapu értékelési modszerek kiillonbozé megkozelitéseket kindlnak az alkotasok
kreativitasi szintjének mérésére. Bar az MI képes 11j tartalmak generalasara, alkotasai szigortian
emberi és gépi egylittmiikodésben bontakozik ki, ahol az MI tamogaté eszkdzként miikodik. A
kutatas megallapitja, hogy bar az M1 technikailag kifinomult alkotasokat hozhat 1étre, az emberi
kreativitas spontaneitdsa €s intuicioja tovabbra is egyediilallé6 marad. A jovébeli kutatdsoknak
arra kell Osszpontositaniuk, hogy milyen moédszerekkel lehet az MI kreativitasat mélyebb
szinteken modellezni, valamint hogyan fejleszthetdk a generativ rendszerek az emberi
gondolkoddsmddhoz kozelebb allo alkotési folyamatok iranyaba.

Kulcsfogalmak: generativ mesterséges intelligencia, kreativitas, matematikai modellezés,

veszteségfiiggvény, teljesitménymérés
Abstract

The study examines the creativity of generative artificial intelligence and its mathematical
measurability. The research aims to explore the boundaries of uniqueness in Al-generated
creations, comparing them to human creativity. Various metrics and benchmarks are used to
analyze creative performance, including Kullback-Leibler divergence, Shannon entropy, and
unified databases and test systems assessing Al capabilities. The loss functions applied during

training and database-based evaluation methods offer different approaches to measuring the
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creativity level of generated works. While Al is capable of generating new content, its creations
are strictly based on the extrapolation of previously learned patterns. Artificial creativity
particularly flourishes in human-machine collaboration, where Al works as a supportive tool.
The research concludes that while Al can produce technically sophisticated creations, the
spontaneity and intuition of human creativity remain unique. Future research should focus on
methods for modeling Al creativity at deeper levels and on how generative systems can be
developed to align more closely with human thought processes in the creative domain.

Keywords: generative artificial intelligence, creativity, mathematical modeling, loss function,

benchmarking
Bevezeto

A kutatés célja annak feltérképezése, hogy jelenleg hol tart a generativ mesterséges intelligencia
modellekkel (GAN) torténd alkotasi folyamat, ennek milyen hatdrai vannak, illetve milyen
moédon mérhetd az Ujonnan elkésziilt alkotdsok egyedisége. Ez segit megalapozni olyan
kutatdsokat, amelyek a lehetséges tovabbfejlesztési iranyokat vizsgaljak. A kutatdsok soran
szambavételre keriilnek a kreativitdas méréséhez hasznalt adatbazisok és képletek is.
Terjedelmi korlatok miatt célként kizardlag egy 6sszegz0, a helyzetet nagyvonalakban attekintd
tanulmany létrehozasa vallalhat6. Tovabbi célként jelenik meg a human kreativitassal valo
Osszevetés, a parhuzamok ¢és esetleges kollizi6 meghatarozasa.

A kutatdsnak nem célja j tudoméanyos modszertanok kidolgozasa, igy nem célja 0j betanitasi
madszertanok kidolgozéasa vagy ) modell struktarak létrehozasa. Nem célja tovabba olyan uj
¢és egyedi matematikai képleteket létrehozasa sem, amelyek segitségével a modellek altal

1étrehozott kijovetek kreativitasi faktora vagy tijdonsag hatasa mérhetd lenne.
Modszer

A téma interdiszciplinaris jellege miatt nagyon nehezen atfoghat6 egyetlen kutatasban, mert
teljesen eltéré6 tudomanyagak Osszekapcsolasdra lenne sziikkség a matematikatol az
informatikan, a biologian és a pszicholdgian at, a miivészettudoméanyon keresztiil egészen a
filozofidig. Ezen tudomanyteriiletek mindegyike masként kozeliti meg a tudat, a kreativitas és
az alkotés fogalmat. Annak érdekében, hogy egy digitalis alkotds ujdonsagat vizsgalhassuk és
Osszevethessiik az emberi és mesterséges alkotasi folyamatokat, sziikkség lenne a human
kreativitds minél teljeskoriibb megértésére biologiai és pszichologiai szempontbol. Amig nem
vagyunk tisztdban az emberi alkotasi tevékenység mdogottes folyamataival, nehéz pontos

képletet alkotni arra, mi szamit egyedinek és kreativnak.
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A kutatas soran abbol indulok ki, hogy a mesterséges intelligencia modellek, igy a generativ
modellek hatékony miikodéséhez is sziikséges a megfeleld betanitds. Ehhez sziikség van
adatokra, melyek az elérni kivant eredmény szerint lehetnek szoveges, képi vagy hang adatok.
Az adatokon talmenden sziikséges a megfeleld hibaszamitasi algoritmus meghatarozasa.

A kutatds nem vizsgalja a kiilonb6z6é modellek struktarajaban rejld kiilonbségeket, ahogyan a
betanitas sordn hasznalt paraméterek, mint példaul a tanulasi rata (learning rate) vagy a
figyelmen kiviil hagyas aranya (dropout rate) sem képezi részét a vizsgalatnak. Nem része a
vizsgalatnak a betanito adatok Osszeallitasi technikainak elemzése sem.

A kutatas tehat két néz6pont alapjan kozeliti meg a vizsgalat targyat. ElsGsorban a betanitas
soran hasznalt hibafiiggvény alapjan, hiszen ez barmilyen mesterséges intelligencia vagy gépi
tanuldsos modell esetén hasznalatos. Masodsorban pedig a betanitds soran hasznalt
adatbazisokra, illetve az azokban 1évd betanitd adatokra fokuszalva. Ez utdébbi megkozelités

alkalmazhat6 egy nagy nyelvi modell (LLM) esetében.
Eredmények
1.Fogalom

Az els6 1épés a hosszii Uton a kreativitds meghatarozdsa. Ez nem konnyl feladat, mert
személyenként, illetve miivészeti €s tudomanyos teriiletenként is eltérd valaszt adhatunk. Nagy
¢és tarsai (Nagy et al. 2022) szerint a kreativitds fogalma egy olyan folyamat, amely soran
ujszerli, hasznos az adott feladatnak és koriilményeknek megfeleld otletek, gondolatok és
produktumok keletkeznek. Ez a meghatarozas meglehetdsen tag, ezért nehezen alkalmazhat6 a
GAN-ek esetében. A keletkezéshez nem sziikséges emberi alkoto akarat, egy modell is tud
eredményt keletkeztetni. Az ujszerii és hasznos fogalmak mérése meglehetdsen koriilményes.
Szerencsére az adott koriilményeknek valé megfelelés pontosan mérhetd a
veszteségfiiggvények és eldre elkészitett teszt adatbazisok segitségével. Fontos megjegyezni,

attol, hogy valami kreativ, nem feltétleniil lesz szép vagy esztétikus a megfigyeld szdmara.
2.Kreativitas tulajdonsagai

A fogalom meghatdrozédsa utan meg kell vizsgdlni a kreativitds mindségét és tulajdonsagait
annak érdekében, hogy megprobaljuk mérhetdvé tenni, illetve megvizsgalhassuk, hogy a létezd
mérdszamok ténylegesen alkalmasak-e a kreativitds mérésére. A tulajdonsadgok vizsgalatara a
legjobb kiindulési pont az, ha a kiillonb6z6 miivészeti teriiletekbdl indulunk ki. Amennyiben
van olyan tulajdonsag, amely ativel az eltérd miivészeti dgakon, az a vizsgalat sordn ugyis

kideriil. Ez a megkozelités azért is célszerli, mert a mesterséges intelligencia modellek is
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hasonlé moédon tagozddnak. Vannak kozottiik olyanok, amelyek szoveget generalnak, masok
képet vagy egyéb vizualis tartalmat készitenek, mig megint masok zenét komponalnak. A
modellek kozott nincs atjaras, az egyik miivészeti dgra torténd ratanitds nem teszi lehetdvé
szamukra, hogy mas tipusu miivet alkossanak.

Szovegalkotas terén a kreativitds tobbféle modon is megkozelithetd. Az elsé a lexikai
diverzitas, mely a szovegben hasznalt szavak valtozatossdgat méri. Minél tobbféle szobol all
egy szoveg, vagyis a szokincs minél valtozatosabb, anndl kreativabbak tekinthetd a szdveg.
Ennek informatikai modon torténd mérése egyszerli, csupan a szavakat vagy fogalmakat
szlikséges megszdmolni. A magas lexikai diverzitasti szoveg érdekesebb mar a kiilonbozo
szavak szdmossaganal fogva is. Azonban el6fordulhat, kiilondsen tudomanyos
szakszovegeknél, hogy nincs helye bizonyos fogalmak szinonimékkal valé helyettesitésének.
A szOveg tartalma attél még lehet kreativ, hogy ez a hasznalt fogalmakban nem tiikr6zodik.
Egy 1épcsdvel feljebb 1épve a szavaktol eljutunk a mondatokig. A szintaktikai komplexitas a
mondatok szerkezetének Osszetettségét méri. Azt konnyl beldtni, hogy a komplexebb
mondatok sokkal kreativabbak lehetnek. Gondoljunk csak arra, hogy az ,,A macska alszik.”
mondatot sokkal kevesebb lehetséges varidcidban lehet jraalkotni, mint a ,,A jollakott macska
a kalyha melegénél alszik a gazddja puloverén.” mondatot. Az Osszetettebb szdvegek
segitségével az alkotd konnyebben kifejezheti a gondolatait, tobb hely és i1dé all ezen
gondolatok leirasara és megértésére. Ebbdl kifolyolag a szintaktikailag komplex szovegek
kreativitasa is konnyebben mérhetd a kevésbé komplex szovegekéhez képest.

Irodalmi alkotdsoknal a szemantikai Ujdonsag vizsgalatanak is lehet helye azaltal, hogy a
hasznalt fogalmak jelentésének Ujszerliségét mérjiik. A szemantikai tjdonsag mérése nehéz,
mivel a jelentések kontextusfiiggdek és valtozhatnak az idével. Viszont a versekben hasznalt
koltdi képek esetén a fogalmak Uj jelentéssel valo feltoltése a képzettarsitasok révén valoban jo
mérdszdma a kreativitasnak.

A szoveg egészének megitélésekor nem csak az egyes szavakbol, hanem azok kapcsolataibol
is kiindulhatunk. A stilisztikai eredetiség az elkésziilt szoveg stilusanak egyediségét tudja
mérni. Amennyiben egy szoveget képesek vagyunk uj, egyedi stilusban elkésziteni, az utal a
kreativitasra is. Természetesen kérdésként meriil fel, hogy ez a kreativitds mennyire kotott az
alkotohoz és mennyire érhetd tetten a szovegben. Abban az esetben, ha csak egy dokumentum
all a vizsgalo rendelkezésére, abbol elég nehéz eldonteni, hogy csupan a stilus alapjdn mennyire
kreativ az irott tartalom. Ha példaul valaki példaul népies stilusban ir novellékat, de egy jogi
ligy miatt el kell készitenie egy jogi szaknyelven és az adott szakmara jellemzd fordulatokkal

¢s felépitéssel ellatott szoveget, a feladat abszolvalasa nagy kreativitdst mutat annak ellenére,
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hogy ez nem deriilne ki akkor, ha nem egy nagyobb kontextust, a szerz6 korabbi tevékenységét
vizsgalnank. Az viszont kétségtelen, hogy a stilus hasznos lehet akkor, amikor egy mii szerzdjét
akarjuk meghatarozni.

A narrativ koherencia révén mérhetok a szovegben 1évo logikai Osszefiiggések. Egy koherens
narrativa a kreativitas fontos 6sszetevdje lehet. Nagynyelvi modellek esetén a logikai érvelésre
kiilon tesztet is hasznalnak. Taldn az is kozrejatszik egy magasabb narrativ koherencidju szoveg
kreativnak torténd elfogadasdban, hogy az ilyen irdsos tartalmak konnyebben érthetk és
kovethetok, a meggy6zo erejiik sokkal nagyobb.

Vizualis tartalmak esetén mar egészen masféle mutatdszamokat hasznalhatunk. Az elsd a
kompozici6 tUjdonsaga, egyedisége. Ez egy informatikailag meglehetdsen nehezen
meghatarozhaté mérészam, hiszen nem az egyedi képpontokat, hanem azok Osszességét is
szlikséges vizsgalni. Rdadasul a képzémiivészetben vannak tipikusan hasznalt kompoziciok,
beallitdsok, aranyok, igy ezen mérdszdm megitélése jelentdsen fiigg a tématol, stilustol és a
megfigyeld szubjektiv véleményétol is.

A szinhasznalat eredetisége ¢s harmodniaja szintén lehet egy faktor az alkotasok kreativitasanak
mérésekor. Elemzéskor fokuszalhatunk a szinek telitettségére, az arnylatokra, az intenzitésra,
de arra is, mennyire illeszkedik a hasznalt szin az adott targyhoz, stilushoz, a kompozicidhoz,
a kornyezethez €s az alkotas témajahoz.

A témavalasztas dnmagéaban is megfeleld mérdszam a kreativitashoz, amennyiben a téma
ujszerli és egyedi. E faktor megitélése nagyon szubjektiv, algoritmizéalasa ebbdl kifolydlag
nehézkes.

A technikai kivitelezés sordn a képen 1évé objektumok mindségét, eredetiségét és
részletgazdagsagat vagy éppen egyszerliségét vizsgalhatjuk. A texturakon tal mérhetd az
¢lesség, a megfeleld fény-arnyék hatas érzékeltetése, illetve egy adott objektum helyes
elhelyezése a térben. A technikai kivitelezés kiemelt szerepet kap, amikor egy kép mindségét
akarjuk megitélni, legyen sz6 akar szintetikus, akar eredeti alkotasrol.

A képek altal kivaltott érzelmi hatas is jelezhet kreativitast. Ebben az esetben a kivaltott
érzelmek intenzitasat, valtozatossagat és mindségét lehet meghatarozni. E mérészadm jelentdsen
fligg a befogadd személyétdl, igy algoritmizdlni meglehetdsen nehéz. Konnyebb a helyzet
akkor, amikor szoveges tartalmak érzelmi t6ltését kivanjuk meghatarozni, mert ott a szavak
tényleges jelentésébdl €s érzelmi toltottségébdl leehet kiindulni. Vizualis vagy hang alapt
tartalomnal ez nehéz, mert egy-egy objektum teljesen eltérd érzelmi hatast valthat ki a

kiilonb6z6 megfigyel6kbol.
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Zenei tartalom esetén a dallam Ujszertisége €s egyedisége, vagyis a melodikus ujdonsag nagyon
jol jellemzi az alkotasban rejlo kreativitast. Természetes korlatot jelent, hogy a kiilonb6zd zenei
iranyzatoknak vannak tipikus mintazatai €s szerkezeti sajatossagai, amelyt6l nem, vagy csak
kis mértékben lehet eltérni.

A hangok kozotti Osszefliggések vizsgélataval mérheté a harmonikus komplexitas. Minél
bonyolultabb, Osszetett és egyedibb egy harmoénia, anndl magasabb kreativitasi faktort
tarsithatunk hozza. Természetesen lehetnek olyan anomalidk is, amikor pont az egyszertiséghez
kell nagyon kreativ alkotonak lenni. Ugyanakkor az esetek tobbségében a komplexebb, zeneileg
teltebb harmonia kreativabb alkotasi folyamatot feltételez. A harmonikus komplexitas elemzése
soran figyelembe vehetd a kiilonb6z6 hangok kozotti kapesolat, a hangkdzok hasznalata és az
A zenei miivek egyik mindenki éltal legkénnyebben felismerhetd tulajdonsaga a ritmus. Ennek
valtozésa, Osszetettsége ¢€s eredetisége a kreativitas szintjét is jelzi. A ritmus az egyik
legfontosabb elem, amely meghatarozza a zene dinamikajat és energia szintjét. Az egyediilallo
ritmikai struktirak €s az innovativ ritmusvaltasok 1j zenei élményeket hozhatnak 1étre, amelyek
elragadjak és meghokkentik a hallgatosagot. A ritmus elemzéséhez hasznalhatunk kiilonb6z6
mutatészamokat, mint példaul a ritmikai stirliség, a szinkopacio és a poliritmika mértéke.

A ritmus mellett a hangszerek kombinacidja, szdmossaga és valtozatossaga az alkoto
kreativitasanak jo mércéje. Vannak bizonyos stilusok, melyeknél a felhasznalhaté hangszerek
kore sziikebb, de kevés hangszert is lehet kreativan hasznalni egy zenei miiben. Az egyedi
hangszerelési megoldasok és a kiilonbozd hangszerek kozotti interakcidk j hangzasvilagot
hozhatnak létre. A hangszerelés sordn figyelhetliink a hangszerek dinamikai valtozasaira, a
hozz4jarulnak a zenei mii egyediségéhez és eredetiségéhez.

A struktara és a forma, vagyis a zene felépitése szintén hasznalhato a kreativitds mércéjeként.
A zeneszerzok kiilonbozo formékat €s szerkezeti elemeket alkalmazhatnak, hogy 1étrehozzanak
egyedi zenei narrativakat. Egy forma lehet egyszerli vagy Osszetett, linearis vagy ciklikus,
amely befolyasolja a hallgatok élményét és a zenei mii érzelmi hatasat. Az Gjszerli szerkezeti
megoldasok és az egyedi formék hozzajarulnak a zenei miivek kreativitdsanak ¢és
Generativ modellek esetén a kreativitas vonatkozhat arra is, hogy az adott modell mennyire tér
el a szdmara megadott szoveges utasitastol. Bizonyos vizudlis tartalmakat készité modellek
képesek arra, hogy nem csak szoveges, hanem képi utasitast is elfogadnak. Itt a kreativitas

szintje tovabb mélyiil, hiszen nem csak a prompt és a kép kozotti ardny megtaldlasa is
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befolyasolja a modell kreativitasi faktorat, hanem az igy létrejovo egylittes parancsbol

szintetizalt utasitastol valo eltéré szintje is.
3. Adatbazisok

Léteznek olyan adathalmazok, amelyek segitségével a kiilonbozé generativ haldzatok
képességeinek mérésére szolgdlnak. Ezek egy része valamely tudomanyteriileten vald
jartassagot mér, amely elsddlegesen nem tekinthetd kreativ folyamatnak, hiszen a targyi tudas
meglétét vizsgalja. Ugyanakkor a kérdés-felelet jellegli mérésben benne rejlik a kreativitas is,
hiszen a modellnek meg kell érteni a kérdést, majd arra nem csak nyelvtanilag, hanem
tudomanyos értelemben is helyes valaszt kell adnia. A legismertebb adatbazisok tobbsége az
LLM-ekhez lettek kifejlesztve, de 1éteznek képi €s zenei alkotasok mérésére hasznaltak is.

Az MMLU az egyik legismertebb benchmark a nyelvi modellek értékelésére. 57 kiilonbozo
targykort fog at, beleértve a matematikat, informatikat, jogot, fizikat, torténelmet, és a
kozgazdasagtant is. A feladatok tobbsége feleletvalasztos tesztkérdésekbdl all, amelyek emberi
tesztelések alapjan lettek kialakitva. Az értékelési modszer magaban foglalja a zero-shot és few-
shot teszteket, igy vizsgalva a modellek képességét a kontextus nélkiili és minimalis
kontextusbol valo tanuldsra. A teszt célja annak felmérése, hogy egy LLM mennyire képes
valodi emberi tudast szimuldlni. A benchmark kiilondsen erds abban, hogy széles korti tudést
igényel a sikeres teljesitéshez. (Hendrycks et al. 2020)

A GLUE (General Language Understanding Evaluation) egy szintén széles kdrben hasznalt
benchmark, amely az LLM-ek altalanos nyelvértési képességeit méri, beleértve a
szovegértelmezést, kovetkeztetéseket, szemantikai hasonldsagot és parbeszédértést is. Ehhez
kiilonféle természetes nyelvi feldolgozasi (NLP) feladatokat hasznal. A tesztet 2018 ota
hasznaljak. A teszt 6sszesen kilenc kiilonb6zd NLP feladatbol all, amelyek valtozatos nehézségi
szinteket képviselnek, és kiillonbozo tipust nyelvértési képességeket mérnek:

1. CoLA (Corpus of Linguistic Acceptability) — Az angol mondatok nyelvtani helyességét
értékeli. A Matthew-korrelacids egyiitthatot (MCC) hasznélja az értékeléshez, ami -1 és 1
kozott mozog.

2. SST-2 (Stanford Sentiment Treebank) — Egyértelmi szentiment-analizis, ahol a modelleknek
pozitiv vagy negativ érzelmi toltetet kell azonositaniuk filmkritikdk mondataiban. A
pontossagot (accuracy) hasznalja az adott mondat érzelmének (pozitiv/negativ)
meghatarozasara.

3. MRPC (Microsoft Research Paraphrase Corpus) — A mondatok kozotti hasonldsagot

vizsgalja, azaz hogy két mondat jelentése azonos vagy eltér6. Mind az pontossagot. mind az
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F1-pontszadmot (F1 score) haszndlja, mert a kategoridk eloszlasa egyenldtlen. A mintak 68%-a
pozitiv.

4. QQP (Quora Question Pairs) — Azonos jelentési kérdéseket kell felismerni egy nagy
adatbazisbol. Mind a pontossdgot, mind az Fl-pontszamot hasznalja, mert a kategdridk
eloszlasa egyenldtlen. A mintdk 63%-a negativ.

5. STS-B (Semantic Textual Similarity Benchmark) — Két mondat kozotti szemantikai
hasonlosag mérését végzi egy skalan. Pearson és Spearman korrelacids egylitthatokat hasznal
az 1-t6l 5-ig terjedd hasonlosagi pontszamok elérejelzésére. Az alap pontszamok emberek altal
annotaltak.

6. MNLI (Multi-Genre Natural Language Inference) — Kiilonboz6é szovegtipusokon végzett
természetes nyelvi kovetkeztetés, amelynek eredménye lehet elofeltétel (entailment),
ellentmondds (contradiction) és semleges (neutral) kategoéria. A pontossdgot haszndlja az
értékeléshez.

7. QNLI (Question Natural Language Inference) — A kérdés-valasz értelmezésének helyességét
méri. A pontossagot hasznalja annak meghatarozasara, hogy a kontextusban szereplé mondat
tartalmazza-e a kérdésre adott valaszt.

8. RTE (Recognizing Textual Entailment) — Természetes nyelvi kdvetkeztetés kisebb, nehezebb
adatkészleten. A pontossagot hasznalja az eldfelteveés értékelésére.

9. WNLI (Winograd Schema Challenge) — Szdvegértési teszt, amely a névmasok, mint
referencidk értelmezését vizsgalja. A pontossdgot hasznalja annak eldrejelzésére, hogy a
mondat alanyanak kicserélése utan valoban helyes-e.

A teszt a megalkotasakor nagyon erds abban, hogy felmérje a modellek megértési képességét.
(Wang et al. 2018)

A GLUE teszt viszonylag gyorsan "konnytivé" valt az 1j generacios modellek szdmara, ezért a
kutatok létrehoztdk a SuperGLUE benchmarkot, amely mar sokkal nehezebb feladatokat
tartalmaz, hogy tovabb tesztelje a modellek magas szintli nyelvi megértését és logikai
kovetkeztetési képességeit. A teszt nyolc Osszetett NLP feladatot tartalmaz, amelyek
mindegyike nehezebb a GLUE megfeleldihez képest:

1. BoolQ (Boolean Questions) — A modellnek meg kell hataroznia, hogy az eldontend6 kérdésre
a szOvegben talalhato informaciok alapjan lehet-e valaszolni.

2. CB (CommitmentBank) — Természetes nyelvi kovetkeztetés (NLI) feladat, amelyben a
modellnek meg kell allapitania, hogy egy allitds milyen valdszintiséggel igaz egy adott szoveg

alapjan.

95



3. COPA (Choice of Plausible Alternatives) — Oksagi kovetkeztetési feladat, amelyben a
modellnek ki kell valasztania két lehetdség koziil azt, amelyik logikusabban kovetkezik az adott
mondatbol, vagy amelyikbdl az adott mondat logikusabban kdvetkezik.

4. MultiRC (Multi-Sentence Reading Comprehension) — Tobbmondatos szovegértési feladat,
amelyben egy kérdéshez adott valaszokat kell kiértékelni és eldonteni, hogy melyik helyes. Egy
kérdéshez tobb helyes valasz is tartozhat az adatbazisban.

5. ReCoRD (Reading Comprehension with Commonsense Reasoning Dataset) — Gépi
olvasasértési feladat, amely az altalanos vilagismeret és kovetkeztetési képességek tesztelésére
¢épiil. A modellnek egy szoveg alapjan kell potolnia hidnyzo6 kulcsszavakat. A nehézsége, hogy
mindegyik lehetséges megoldas helyesnek tlnik.

6. RTE (Recognizing Textual Entailment) — A GLUE-ban megismert teszt bovitett valtozata.
7. WiC (Word-in-Context) — Egy adott sz6 két kiilonboz6 szovegkdrnyezetben valo jelentését
kell 6sszehasonlitani és eldonteni, hogy ugyanazt jelenti-e vagy sem.

8. WSC (Winograd Schema Challenge) — A modelleknek meg kell hatdrozniuk, hogy melyik
névmas illik az adott szovegkornyezetbe. A sikeres feladatmegoldashoz nélkiilozhetetlen az
alapfoku tudas és érvelési képesség megléte.

A SuperGLUE joval nehezebb, mint a GLUE, mivel a feladatai tobb emberi logikat, hattértudast
¢s Osszetettebb érvelést igényelnek. (Wang et al. 2019)

Az adatbazisokon végzett elemzéseknek mar betanitott modellek esetén van 1étjogosultsaga.
Tudomanyos szempontbol érdekes lehet félkész modelleket is tesztelni, de iizleti szempontbol
ezt sosem éri meg megesindlni, hiszen idét és pénzt emészt fel. Uzletileg akkor éri meg ezeket
a teszteket elvégezni, amikor van néhany lehetségesen jol betanitott modell és azok koziil
akarjuk kivalasztani a szdmunkra legjobbat. Fontos hangstlyozni, hogy egy nagyobb
adathalmazon vagy tovabb tanitott modell sem teljesit feltétleniil jobban az elddeinél a
teszteken. Ez lathatd az 1. abran 1évo atlagolt pontértékeken is, melyeket az OpenAl GPT 4o

modellje ért el.

modell globalis érvelés kodolas matematika elemzés
gpt- 55,33 53,92 51,44 49,54 60,91
4o-
202
4-
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gpt- 52,19 55,75 46,08 42,87 56,15

Forrés: https://livebench.ai/#/?organization=OpenAl (megnézve: 2025. 01. 20.)
alapjan sajat szerkesztéssel.

Az ujabb modell bar érvelésben jobb volt, kodolasban, elemzésben és a matematikai problémak
megoldasaban is alulmaradt a hdrom honapnal kordbbi verzidhoz képest.

Képgeneralo modellek esetén is léteznek benchmark adatbéazisok. A generalt képek stilusukban
¢s tartalmukban elég sokfélék lehetnek a valos adatokat tartalmazé adatbazisokhoz képest. A
JourneyDB négy mérészam mérésére alkalmas a generalt képek tartalmi és stilusbeli
értelmezési teljesitményének mérésére, tigy, mint a prompt inverzio, stilus elemzés, képalairas
és vizudlis kérdések megvalaszolasa. Ezen tulmenden a teszt elvégzésekor természetesen a
modell teljesitménye is mérhetd. A négy mérdszam segitségevel kifejezhetd, mennyire képesek
a modellek megérteni a szintetikusan generalt képeket. (Sun et al. 2023)

Ha nem a megértés a lényeg, hanem inkabb a generalt és valos tartalmak megkiilonboztetése,
arra a Genlmage adatbazis hasznalhat6. Ez a teszt rengeteg hamis képet tartalmaz a nagy
képgenerald modellektdl az eredeti képek mellett. Természetesen egy ilyen adatbazissal nem
csak olyan modell fejleszthetd, amely megkiilonbozteti a valds €s a szintetikus képet, hanem a
generalt tartalmak mindsége is javithato, hogy hatékonyabban atverjék a detektalo modelleket.
(Zhu et al. 2023)

Generalt zenei alkotdsok esetén is megjelent az igény a benchmark adatbazisokra. Ezek
mennyisége ¢s mindsége a tanulmany irasakor jelentésen elmarad a masik két témakor
adatbazisaihoz képest. Solak és tarsai (Solak et al. 2024) példaul a kutatasukhoz sajat adatbazist

készitettek 6000 szintetikusan készitett zeneszambol.
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4. Képletek

A modellek betanitdsa sordn azt vizsgaljuk, hogy a gép altal generalt tartalom és a célként
elérendo tartalom kozott mekkora a tdvolsag, vagyis mekkora a hiba. Ehhez tobbféle fiiggvényt
hasznalhatunk attol fiiggden, hogy milyen a modelliink és milyen tartalmat akarunk késziteni.
A Cross-Entropy Loss (keresztentropia-veszteség) veszteségfiiggvényt széles korben
alkalmazzak szekvencialis adatoknal, példaul nyelvi modelleknél és képalapti modelleknél.
Segit minimalizalni a generalt adat ¢s a valos adat kozotti kiilonbséget, ezaltal novelve a
generalt szoveg vagy kép valosagszeriiségét.

A Mean Squared Error (atlagos négyzetes hiba) veszteségfiiggvényt gyakran alkalmazzak
képgeneralasban és rekonstrukcids feladatokban, mint példaul autoenkoderek és GAN-ek
esetében. Az MSE minimalizdlasa segit abban, hogy a generalt képek minél jobban
hasonlitsanak az eredeti képekre.

A Perceptual Loss (érzékelési veszteség) veszteségfiiggvényt hasznaljak képek ¢és videdk
generalasanal, hogy javitsdk a generalt tartalom vizualis mindségét. Az érzékelési veszteség a
magasabb szintli jellemzdk kozotti kiilonbséget méri, amelyeket egy eldtanitott halozat, példaul
egy ResNet vagy VGG-halozat készit. (Lin, S, Yang, X. 2024)

A KL-Divergence (Kullback-Leibler divergencia) veszteségfiiggvényt a Variational
Autoencoder (VAE) modellek esetében hasznaljak. Ez segit a generdlt eloszlas és a valos
eloszlas kozotti kiillonbségek minimalizalasaban, vagyis altalanos értelemben véve a modell
iigyesebb, robosztusabb lesz, mikdzben az egyedileg eldallitott képek mindsége is magas
marad. (Asperti, A, Trentin, M. 2020)

A megfeleld veszteségfiiggvény megtalalasa altalaban a betanitast megel6z6 tesztelési fazis
feladata. Az eldbb felsoroltaknal joval tobbféle létezik, melyek akar vazlatos targyalasa is
tulfeszitené jelen tanulmany kereteit. Hovatovabb, a klasszikus veszteségfliggvények mellett a
fejlesztdk hasznéalnak egyedileg programozott funkciokat, hogy az egyedi mérészdmok révén
még hatékonyabb eredményt érjenek el. (Ebert-Uphoff et al. 2021)

A korabban bemutatott mérdszamok jelentdsen eltérnek a fejlesztés soran alkalmazott
veszteségfiiggvényektdl. Ennek oka, hogy informatikailag nagyon nehéz a kreativitds, mint
fogalmat megragadni és lekddolni. A betanitas sordn ugyanis az els6 és legfontosabb cél, hogy
élvezhetd eredményt kapjunk. Amig nincs szemmel lathato €s konnyen felismerhetd eredménye
egy modellnek, addig azt nehéz értékelni. Amennyiben azt kérjiik egy képgeneralo alkotastol,
hogy rajzoljon egy kutyat, de csak szines zajt kapunk, akkor lehet akarmilyen szép is a zaj, az

utasitasunkat a modell nem hajtott végre. Els6dlegesen tehat a végeredménynek igazodnia kell
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a parancshoz. Ezutan az eredménynek joé mindségiinek kell lennie. Harmadlagos célként
jelenhet meg a kreativitas. A kreativitast ugyanakkor jelentésen befolyasolja az, hogy a modell
a betanitas soran milyen adatokkal taldlkozott. Fontos megjegyezni, hogy bar a GAN miikodési
elvébdl kovetkezik, hogy a véletlenszertiségnek rendkiviili hatdsa van az eredményre, ahogyan
azt Zhu ¢és tarsai (Zhu et al. 2024) elemezték, a véletlenszerlien generalt zaj ellenére a modellek
képtelenek olyan dolgot késziteni, amivel még nem talalkoztak. Szemléletes példa, amikor egy
modellt Gigy tanitunk be, hogy nem latott egyetlen képet sem kutyakrol, majd megkérjiik, hogy
rajzoljon egy kutyat. Végeredményt fogunk kapni, de az altala készitett kutya reprezentacio is
olyan alapsémakbdl all majd 6ssze, amelyeket a betanitds soran latott.
Az LLM modellek esetén az egyik legkonnyebben alkalmazhaté mérészam, a Shannon-féle
entropiafliggvény (Shannon 1948).
HOO = = ) ple)
xeX

Ez a képlet egy véletlenszeri valtozd vagy egy iizenet bizonytalansdganak,

informaciotartalmanak a mérésére szolgal. Minél nagyobb egy rendszer entropidja,
annal nagyobb a bizonytalansag vagy az informéciotartalom. A nagyobb entrépia jelenthet
magasabb kreativitasi szintet. Tegylik fel, hogy két szoveget vizsgalunk. Az els6é szovegben a
szavak gyakorisaga egyenletes eloszldsu, mig a masodik szovegben néhdny szd sokkal
gyakrabban fordul el6, mint a tobbi. Ebben az esetben az elsd szoveg entropidja nagyobb lesz,
mint a masodik szovegé. Ez azt jelenti, hogy az els6 szovegben nagyobb a rendezetlenség vagy

bizonytalansag, ami a kreativitas jele lehet.

Osszefoglalo

A tanulmany célja a generativ mesterséges intelligencia kreativ képességeinek vizsgalata,
kiilonos tekintettel az alkotasi folyamat matematikai és algoritmikus megkozelitésére. A kutatés
ramutat arra, hogy bar az MI képes 1) tartalmak eldallitasara, ez els6sorban a tanult mintdk
kreativitas olyan elemeket foglal magéban, mint az intuicid, a kontextusfiiggd gondolkodas és
az érzelmekkel atszott alkotasi folyamatok, amelyek jelenlegi mesterséges rendszerekkel
nehezen reprodukalhatok. Ezen talmenden nehéz alkotni olyan veszteségfiiggvényt, amely
pontosan képes leképezni a kreativitas fogalmat a matematika nyelvére ugy, hogy abbol nem
csak egyértelmiien megmondhato legyen, egy alkotési folyamat végeredménye kreativ-e vagy

sem, hanem a betanitasi folyamat soran a modell képes legyen ebbdl ugy tanulni, hogy az egyes
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tanulasi ciklusok mind kreativabb generalasi folyamatot tegyen lehetévé. Az MI kreativitasanak
vizsgalata sordn szdmos mérdszam alkalmazhat6, tobbek kozott az entrépia, €s a Kullback-
Leibler divergencia, amelyek a generalt tartalmak ijdonsagat és dsszetettségét hivatottak mérni.
A kutatas foglalkozik a benchmarkok szerepével is, amelyek lehetové teszik az MI kreativ
teljesitményének objektiv kiértékelését. Bemutatasra keriiltek olyan tesztrendszerek, mint a
GLUE ¢és a SuperGLUE, amelyek nyelvi modellek képességeit mérik. Ezen tGilmenden
megemlitésre keriiltek a vizualis és zenei tartalomgeneralés teriiletén hasznalt adatbazisok is.
Az MI altal generalt tartalmak mindsége jelentdsen fiigg a tanitasi adatok sokszinlis€gétol és a
tanulasi modszerektdl. A tanulmdny implicit médon rdmutat arra, hogy az MI kreativitasa
korlatozott abbol a szempontbol, hogy nem rendelkezik valddi inspiracioval vagy eredeti
szandékkal, hanem csupdn statisztikai mintdkon alapuldé manipulaciot végez. Az egyik
legfontosabb megallapitds az, hogy a kreativitas mérése tovabbra is nyitott kérdés, mivel a
meglévd mérészamok nem tudjak teljes mértékben visszaadni az emberi alkotas komplexitdsat.
Az emberi és gépi kreativitas kozotti kiillonbségek kiilonosen ¢élesek a miivészeti teriileteken,
ahol az alkotasok jelentése és érzelmi toltete meghatarozd szerepet jatszik. Az MI gyakran
képes technikailag tokéletes kompoziciokat 1étrehozni, de ezek sok esetben nélkiilozik azt az
egyedi perspektivat, amely az emberi alkotasok sajatja.

Az MI ¢és az emberi kreativitds kozotti szinergia azonban ) lehetdségeket nyithat meg,
kiilonosen a kreativ egylittmiikodés terén, ahol az MI tdmogat6d eszkdzként funkcionalhat az
emberi alkotok szamdra. A kutatds megmutatta, hogy az MI kreativitdsa leginkabb akkor
bontakozik ki, ha az emberi dontéshozatal és az algoritmikus optimalizalas egyenstlyban
marad. Bar az M1 egyre Gsszetettebb ¢€s kifinomultabb alkotasokat képes létrehozni, az emberi
kreativitas egyedisége €s spontaneitasa tovabbra is potolhatatlan marad. A betanitadshoz,
amennyiben a jelenlegi a modszerek nem valtoznak, mindig sziikség lesz uj, friss és kreativ,
emberek altal 1étrehozott tartalmakra.

A jovoben a kutatasoknak arra kell 6sszpontositaniuk, hogy milyen mddszerekkel lehet az MI
kreativitasait mélyebb szinteken modellezni, illetve hogyan lehet a gépi alkotasokat olyan
iranyba fejleszteni, amely jobban kozelit az emberi gondolkoddsmddhoz. A tanulmany végsé
megallapitdsa szerint a mesterséges kreativitas mérése és fejlesztése nemcsak technikai, hanem

filozofiai és pszicholdgiai kérdés is, amely tovabbi interdiszciplinaris vizsgalatokat igényel.
Irodalomjegyzék

Asperti, A, Trentin, M. ’Balancing reconstruction error and Kullback-Leibler divergence in

Variational Autoencoders’ arXiv:2002.07514, 2020

100



Ebert-Uphoff, I, Lagerquist, R, Hilburn, K, Lee, Y, Haynes, K, Stock, J, Kumler, C, & Stewart,
J Q.’ CIRA Guide to Custom Loss Functions for Neural Networks in Environmental Sciences’
arXiv:2106.09757, 2021

Hendrycks, D, Burns, C, Basart, S, Zou, A, Mazeika, M, Song, D & Steinhardt, J. "Measuring
massive multitask language understanding,” arXiv:2009.03300, 2020

Lin, S, Yang, X. ’ Diffusion Model with Perceptual Loss’ arXiv:2401.00110, 2024

Nagy, B, Csizmadia, P, Kovacs, A J, Czigler, I, Gaal, Zs A. ’A kreativitas és a kreativ
teljesitményt befolyasolo tényezOk pszichometriai vizsgalata fiatal és idés felndtt populacion’
Alkalmazott Pszichologia Vol. 2022, 22.2 pp. 55-89

Shannon, C E. A Mathematical Theory of Communication’, korrektiraval ujranyomott The
Bell System Technical Journal, Vol. 27, pp. 379-423, 623-656, July, October, 1948.

Solak A, Grétschla, F, Lanzendorfer, L A & Wattenhofer R. > Benchmarking Music Generation
Models and Metrics via Human Preference Studies’, NeurIPS 2024 Workshop, 2024

Sun, K, Pan, J, Ge, Y, Li, H, Duan, H, Wu, Y, Zhang, R, Zhou, A, Qin, Z, Wang, Y, Dai, J,
Qiao, Wang, L & Li, H. ’JourneyDB: A Benchmark for Generative Image Understanding’
arXiv:2307.00716, 2023

Wang, A, Singh, A, Michael, J, Hill, F, Levy, O & Bowman, S R. * Glue: A multi-task
benchmark and analysis platform for natural language understanding’ arXiv:1804.07461, 2018.
Wang, A, Pruksachatkun, Y, Nangia, N, Singh, A, Michael, J, Hill, F, Levy, O & Bowman, S
R. ’SuperGLUE: A Stickier Benchmark for General-Purpose Language Understanding
Systems’ arXiv:1905.00537, 2019

Zhu, M, Chen, H, Yan, Q, Huang, X, Lin, G, Li, W, Tu, Z, Hu, H, Hu, ] & Wang Y.’ Genlmage:
A Million-Scale Benchmark for Detecting Al-Generated Image’ arXiv:2306.08571, 2023

Zhu, Z, Xu, T, Li, L & Wang, Y. 'Noise Dimension of GAN: An Image Compression
Perspective’ arXiv:2403.09196, 2024

101



Bizalom az Al koraban — Trustworthy Al és a blokklanc technologia
integracioja

Trust in the Age of AI — The Integration of Trustworthy AI and Blockchain
Technology

dr. Haldsz Rita’®

Absztrakt:

A mesterséges intelligencia (MI) rendszerek tarsadalmi elfogadottsaganak egyik kulcsa a
bizalom, aminek pedig eldfeltétele a technoldgiai megbizhatdsdg. A tanulmany célja, hogy
bemutassa, miként épithetd be a bizalom strukturalis eleme az MI életciklusaba az atlathatosag,
az etikai megfelelés, az adatbiztonsdg €s az emberi kontroll elveinek érvényesitésével. A
tanulmany kiilonds figyelmet fordit az Eurdpai Bizottsdg altal 2018. janiusaban létrehozott
mesterséges intelligencidval foglalkozd magas szintli fliggetlen szakértéi csoportjdnak
iranymutatasdban meghatarozott elvekre, a megbizhaté mesterséges intelligencia "Trustworthy
Al" gyakorlati megvalositdsanak modjaira, valamint a blokklanc-technolégia tamogaté
szerepére a megbizhatésdg technoldgiai biztositdsdban. Az érvelést konkrét nemzetkozi
ajanlasok is alatamasztjak. A tanulmany egyik f6 megallapitasa, hogy a bizalom a jovében nem
utdlagos legitimacio, hanem a rendszertervezés kezdetétdl integralt, igazolhaté tulajdonsag kell
legyen.

Kulcsszavak: megbizhatd mesterséges intelligencia, dokumentacio, atlathatosag,
magyarazhatdsag, etikai megfelelés, szabalyozas, blockchain

Abstract

One of the key factors for the societal acceptance of artificial intelligence (Al) systems is trust,
which in turn relies on technological reliability. The aim of this study is to explore how trust
can be embedded as a structural component throughout the Al lifecycle by enforcing the
principles of transparency, ethical compliance, data security, and human oversight. Special
attention is given to the principles outlined by the High-Level Expert Group on Artificial
Intelligence, established by the European Commission in June 2018, to the practical
implementation of the concept of “Trustworthy Al,” and to the supportive role of blockchain

technology in ensuring technological trustworthiness. The argument is supported by

? dr. Halész Rita: jogész-kozgazdasz, a Blockchain Magyarorszdg Egyesiilet alelndke és a DigitalTech EDIH
tizletfejlesztési és compliance tanacsadoja rita.halasz.dr@blockchainhungary.org
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international recommendations. One of the main conclusions of the study is that trust should
not be treated as a post hoc justification, but rather as a verifiable and integrated attribute from
the very beginning of system design.

Keywords Trustworthy Al, documentation, transparency, explainability, ethical compliance,
regulation, blockchain

Bevezetés

A tanulmany alapjat a Magyar Tudomanyos Akadémia Veszprémi Tertiileti Bizottsdga (MTA-
VEAB) Gazdasag-, Jog- és Tarsadalomtudomanyi Szakbizottsaga, valamint a ,,MI és Kreativ
Iparagak Téarsadalomtudoméanyi Kutatasa” Munkabizottsag 4altal szervezett nemzetkozi
konferencia keretében, 2025. majus 20-an Veszprémben elhangzott el6adas képezi. Az eléadas
»Bizalom az Al kordban — Trustworthy Al és a blokklanc technologia integracidja” cimmel a
megbizhatd mesterséges intelligencia gyakorlati érvényesiilésének, szabalyozasi megfeleldségi
szempontjainak és a technologiai bizalom Gjradefinidlasanak kérdéseit targyalta.

A prezentéacio kozponti kérdése az volt, hogy miként értelmezhetd és igazolhat6 a bizalom a
digitalis technologidk, kiilondsen a mesterséges intelligencia kontextusaban. Olyan dilemmak
kertiltek vizsgalat ala, mint példaul: mit is jelent a ,,megbizhat6” MI, és mennyiben bizhatunk
meg egy rendszer altal kozolt informacidban, ha nem latjuk és nem ellendrizhetjiik az azt
megalapoz6 adatforrasokat vagy dontési folyamatokat. A tanulmény e kérdések mentén
vizsgalja, lehet-e a blokklanc technoldgia a bizalom technolodgiai biztositéka, és milyen szerepet
tolthet be az MI atlathatosaganak és hitelességének erdsitésében.

A publikacio célja, hogy elméleti és gyakorlati szempontbdl egyardnt bemutassa a mesterséges
hangsulyosan fel kivanja hivni a figyelmet arra, hogy a megbizhaté6 MI nem pusztan technikai,

hanem tarsadalmi, jogi és etikai keretrendszert is igényel.

1.A bizalom normativ ujraértelmezése a digitalis technologiak koraban

A digitdlis korszakban a bizalom tobbé nem csupan interperszondlis viszony, hanem
technologiai, jogi és etikai kérdés is. Onora O’Neill'® szerint a bizalom raciondlis déntés,

amelyet csak akkor adunk meg egy embernek, intézménynek vagy algoritmusnak, ha

10 O'Neill, Onora. A Question of Trust: The BBC Reith Lectures 2002. Cambridge: Cambridge University Press,
2002.
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igazolhatoan kompetens, dszinte €s felelosséget vallal a kovetkezményekért. E harom feltétel
teremti meg a megbizhatdsagot, amelyet atlathaté folyamatok, erds adatvédelem, technikai
stabilitds, diszkrimindciomentesség ¢és elszamoltathatosdg tdmaszt ald. A mesterséges
intelligencia koraban igy a bizalom nem eldzetes feltétele, hanem eredménye annak, hogy a

rendszer teljesiti-e ezeket a tudatosan kialakitott normakat.

2.A Trustworthy Al keretrendszere, avagy a bizalom uj alapjai az Europai

Bizottsag szakértoi csoportjanak iranymutatasa alapjan

Az Eurdpai Bizottsag mesterséges intelligenciaval foglalkozé szakért6i csoportja (Al HLEG)
altal kidolgozott irdnymutatas'!, mérfoldkének tekinthetd a megbizhatd mesterséges
intelligencia normativ és gyakorlati alapjainak lefektetésében. A dokumentum célja, hogy
iranyt mutasson az etikai elvek és jogszabalyi kovetelmények rendszerszintli alkalmazasara,
kiilonds tekintettel az MI rendszerek fejlesztésére, bevezetésére €s feliigyeletére.

Az Al HLEG altal megalkotott Trustworthy AI keretrendszer nem pusztin elméleti
iranymutatds, hanem egy olyan strukturdlt szempontrendszer, amely hozzajarul az MI
tarsadalmi elfogaddsdhoz, a szabdlyozédsi megfeleléshez, és a digitalis technologidk etikai
bedgyazasdhoz. Alapjat képezi az Eurdopai Unié mesterséges intelligenciara vonatkozo
szabalyozasi torekvéseinek, igy kiilonosen az Eurdpai Parlament és a Tanacs (EU) a
mesterséges intelligencidra vonatkozd harmonizalt szabalyok megallapitasarol szolo
2024/1689 rendeletének (Al Act)!?, és lehetdvé teszi, hogy a bizalom ne igéret, hanem

dokumentélhaté mitkodési mindség legyen.

A keretrendszer' négy f6 komponensbdl all:

a Trustworthy Al fogalmi elemei;

az etikai alapelvek;

a hét {6 kovetelmény; valamint

az értékelési szempontok kialakitasa.

2.1. A Trustworthy Al fogalmi elemei

Az irdnymutatas értelmében egy mesterséges intelligencia rendszer akkor tekinthetd

megbizhatonak, ha teljes életciklusa soran egyszerre harom alapvetd kovetelménynek is

1 European Commission, High-Level Expert Group on Artificial Intelligence. 2019. Ethics Guidelines for
Trustworthy AI https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.
12 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32024R 1689.

13 European Commission. 2019. Ethics Guidelines for Trustworthy AI. High-Level Expert Group on Artificial
Intelligence. https://digital-strategy.ec.curopa.cu/en/library/ethics-guidelines-trustworthy-ai p.10
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megfelel. Egyrészt miikodésének Osszhangban kell allnia a hatalyos nemzeti és unids
jogszabalyokkal, tehat jogszabalyi megfelelést kell biztositania (jogszerii). Masrészt
elengedhetetlen, hogy tiszteletben tartsa az alapvetd jogokat €s az emberi méltdsagot, vagyis
etikai szempontbdl is megfeleld legyen (etikus). Harmadrészt az MI rendszernek technikai és
tarsadalmi szempontbdl is stabilnak kell lennie: biztonsagosan, robusztusan kell miikddnie,
mikdzben képes minimalizalni a nem szandékos karokozas kockazatat is (stabil).

Azt is latni kell, hogy ezek a feltételek 6nmagukban nem elegenddek, egylittes meglétiik
sziikséges ahhoz, hogy egy adott rendszert valoban megbizhaté mesterséges intelligenciaként

értékelhessiink.

2.2, Etikai alapelvek

Az Al HLEG éltal megfogalmazott etikai alapelvek azt részletezik, miként illeszthetdk a
mesterséges intelligencia rendszerek egy emberkdzponti és igazsagos tarsadalomba.
Elsddleges kovetelmény, hogy az emberi autondmia érvényesiiljon: a technologia nem veheti
at az emberi dontéshozatal szabadsagat (az emberi autonomia tiszteletben tartasanak elve),
hanem olyan kornyezetet kell teremteni, amelyben az emberi feliigyelet, az dnrendelkezés és a
kiegészitd jelleg harmonikusan taldlkozik, mikozben az MI nem manipuldlhat, és nem
gyakorolhat megtévesztd befolyast a felhasznalokra. Ugyancsak alapvetd elv, hogy a
rendszerek sem kozvetleniil, sem kozvetve nem okozhatnak kart a felhasznaloknak, a
tarsadalomnak vagy a kornyezetnek (a kar megelozés elve); ide tartozik a kiszolgaltatott
csoportok fokozott védelme, a biztonsagi garanciak biztositasa és a rosszindulatu felhasznalas
elleni védelem is. A méltanyossdag elve a diszkriminacidmentes mitkodést és az eréforrasokhoz,
szolgaltatdsokhoz, lehetdségekhez valo igazsdgos hozzaférést irja eld, amely mind az eldnyok
és hatranyok elosztdsdra, mind a jogorvoslati lehetdségekre kiterjed. Végil, a
megmagyarazhatosag elve megkoveteli, hogy az MI céljai, funkcidi és dontési logikai
atlathatok legyenek; a felhaszndloknak érteniiik kell, milyen szempontok alapjan sziiletik egy

dontés, kiilonosen akkor, ha ,,feketedoboz” jellegii rendszerrdl'

van sz0. Ilyen esetekben
alternativ magyarazhatdsdgi megoldasok — példaul az ellendrizhetéség és a nyomon
kovethetdség — alkalmazasa valik sziikségessé.

Elvi ellentmondasok kezelése

14 Samek, Wojciech, Thomas Wiegand, and Klaus-Robert Miiller. 2017. “Explainable Artificial Intelligence:

Understanding, Visualizing and Interpreting Deep Learning Models.” arXiv preprint arXiv:1708.08296.
https://arxiv.org/abs/1708.08296.
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Az AT HLEG ramutatott arra, hogy a négy etikai elv k6zott adott esetben ellentmondés alakulhat
ki — példaul amikor a kozbiztonsag érdekében végzett megfigyelés iitkozik az emberek
maganéletéhez vagy onrendelkezéséhez fiiz6do jogaival. Az ilyen helyzeteket — allaspontjuk
szerint - nem lehet szabéalyozassal megoldani, hanem olyan dontéshozatali folyamatokra van
sziikség, amelyek atlathatok, és biztositjdk a demokratikus elszdmoltathatosagot. Ezen

dontéseknek jogilag és erkolcsileg is megalapozottnak kell lenniiik.
2.3. A hét f6 kovetelmény

A megbizhaté mesterséges intelligencia nemcsak elvi, hanem gyakorlati szempontbol is szamos
konkrét kovetelményt tamaszt a fejlesztokkel és az alkalmazokkal szemben. Az alabbi hét 6
kovetelmény az Al HLEG altal kidolgozott keretrendszer alapjan részletezi, hogyan valosithatd

meg az etikai €s jogi elvek gyakorlati integracidja.

Emberi cselekvoképesség és felligyelet

Az MI rendszerek nem sérthetik az egyének autonémidjat, ezért biztositani kell, hogy a
felhasznalok 6ndllo, tajékozott dontéseket hozhassanak az MI hasznalatarol. Ennek érdekében
hatasvizsgalatokra, visszacsatoldsi mechanizmusokra és emberi beavatkozasi lehetdségekre
(,,human-on-the-loop”)'® van sziikség. Az automatizalt dontések nem valhatnak kizarolagossa,
az emberi felligyelet gyakorlasat is garantalni kell. Minél kevesebb a kozvetlen emberi kontroll,
annal szigorubb tesztelés ¢és ellendrzés sziikséges egy adott MI rendszer fejlesztési

folyamatéaban.

15 European Commission. 2019. Ethics Guidelines for Trustworthy Al. High-Level Expert Group on Artificial
Intelligence. https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai p.19
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Miiszaki stabilitas és biztonsag

Az MI rendszereknek ellenallénak kell lenniiik mind belsé hibak, mind kiilsé tAmadasok (pl.
adatszennyezés, manipulacid) ellen. Elengedhetetlen a vészhelyzeti protokollok, monitoring
eszkozok €s kockazatfiiggd biztonsagi intézkedések beépitése a rendszerbe. Ezen tulmenden a
kovetelményen beliil érvényesiild pontossagi kritérium alapjan, a rendszernek képesnek kell
lennie megbizhatd eldrejelzések ¢és dontések meghozataldra. Szintén ezen kovetelmény
kritériumi eleme a fejlesztési és tanitdsi folyamat reprodukalhatosdga (pl. reprodukcios

fajlokkal), amely biztositja a transzparens miikodést és a hibak visszakereshetdségét.

Adatvédelem és adatkezelés

Az MI rendszereknek garantalniuk kell az adatmindséget, az adatfeldolgozas jogszeriiségét és
a személyes adatok védelmét. Az adatkészleteknek pontosnak, -elfogulatlannak ¢és
torzitasmentesnek kell lenniiik. Fontos szabaly, hogy az adatkészletet a betanitds megkezdése
el6tt ellendrizni kell. A teljes MI életciklus soran dokumentélni sziikséges az adatforrasokat és
a kezelési 1épéseket. Minden szervezetnek, amely MI rendszereket fejleszt vagy ilizemeltet,
vilagos adatkezelési protokollokat kell kialakitania, amelyben meghatirozzak, hogy ki férhet

hozz4 az adatokhoz, milyen feltételek mellett, és milyen céllal.

Atlathatosag

Az MI rendszerek miikodésének minden szakaszat — az adatgy(ijtéstdl az algoritmushasznalatig
— dokumentalni kell. Az atlathatosdg magaba foglalja a rendszer dontéshozatalanak
érthetdségét, nyomon kovethetdségét és a felhasznalok megfeleld tajékoztatasat is, ideértve
annak tisztazasat, hogy a rendszer gépi dontéseket hoz. A rendszer korlatairol, pontossagarol €s

mitkddési logikajarol valo tajékoztatas is alapvetd kovetelmény.

Sokféleség, diszkriminacidmentesség és méltanyossag

A tanitdéadatok torzitasanak elkeriilése kulcsfontossdgii az MI rendszerek esetében. Ennek
érdekében mar az adatgylijtési fazisban biztositani kell a tarsadalmi sokféleség képviseletét.
Sziikség van olyan feliigyeleti mechanizmusokra, amelyek monitorozzdk az esetleges

diszkriminacios hatasokat. Az iranymutatéds alapvetd elvként rogziti, hogy tdmogatni kell az
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es¢lyegyenlOséget'® az oktatdshoz, termékekhez, szolgaltatasokhoz, tovabba a technologiadhoz

val6 hozzaférés terén, amelyet biztositani kell minden tarsadalmi csoport szamara.

Tarsadalmi és kornyezeti jolét
Az MI rendszerek fejlesztése és miikodtetése soran torekedni kell a fenntarthatdsagra, a
kornyezeti artalmak minimalizalasara, valamint a tarsadalmi kohézi6 és demokratikus értékek

tdmogatdsara. Ezeket a szempontokat minden fejlesztési szakaszban értékelni sziikséges.

Elszdmoltathatosag

Az MI rendszerek mikddéséért egyértelmi feleldsségi koroket kell kijelolni. A dontéseknek
atlathatonak és auditalhatonak kell lennitik, az alkalmazott algoritmusok és adatok értékelését
pedig belsé és kiilsd ellendrzések révén kell biztositani. Kiilondsen fontos, hogy a jogsérelmek

esetén jogorvoslati lehetdség is rendelkezésre alljon.

2.4.A megbizhatésag értékelése'’

A megbizhato MI keretrendszer egyik fontos gyakorlati eszkdze a megbizhatosagi kérdéslista,
amely az MI rendszerek etikai, jogi és miiszaki szemponti Onértékelését segiti. Ennek
alkalmazasakor elengedhetetlen figyelembe venni a rendszer konkrét mitkodési kornyezetét,
céljat és azt, hogy milyen kockdzatokat jelenthet az érintettekre nézve. A kérdések azt
vizsgaljak példaul, hogy biztositott-e az emberi feliigyelet az MI altal hozott dontések felett,
rendelkezik-e a rendszer hiba esetén miikodésbe 1€épd biztonsagi mechanizmussal, illetve
megfelel-e az adatbiztonsdgi és GDPR!® kovetelményeknek. Ugyanilyen lényeges annak
ellendrzése, hogy a dontési folyamatok dokumentéltak és értelmezhetéek-e, valamint, hogy a
tanitoadatok sokféleségét és esetleges torzitasait megvizsgaltak-e. A kérdéslista kiterjed arra is,
tortént-e tarsadalmi és kdrnyezeti hatasvizsgalat, valamint, hogy vannak-e kijelolt feleldsok, és
miukodnek-e visszacsatolasi vagy panaszkezelési mechanizmusok a szervezeten beliil. Ezek a
szempontok nemcsak a megbizhatosag értékelését teszik lehetdvé, hanem hozzajarulnak a

rendszerek folyamatos fejlesztéséhez és a felhaszndloi bizalom erdsitéséhez is.

16 European Commission. 2019. Ethics Guidelines for Trustworthy Al. High-Level Expert Group on Artificial
Intelligence. https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai p.15

17 European Commission. 2019. Ethics Guidelines for Trustworthy Al. High-Level Expert Group on Artificial
Intelligence. https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai p.32
18 European Union. (2016). General Data Protection Regulation (GDPR) (EU 2016/679). https://gdpr.eu/
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2.5.Miiszaki és nem miiszaki megfelelési tényezok a megbizhato mesterséges intelligencia
érdekében

A megbizhatdé mesterséges intelligencia gyakorlati kialakitasa egyszerre igényel muszaki és
nem miiszaki megkozelitéseket.

A technoldgiai oldalon elsddleges, hogy maga a rendszerarchitektura stabil és biztonsadgos
legyen, és mar a tervezése soran figyelembe vegyék az etikai és jogallamisagi elveket, ne pedig
utolag illessz€k hozza. A magyarazhatdo MI (explainable Al, XAl) modszerei biztositjak, hogy
az algoritmusok dontései atlathatoak és ellendrizhetéek maradjanak, mig a fejlesztés minden
szakaszara kiterjedd, kontextusérzékeny tesztelés gondoskodik arrdl, hogy a vart és a tényleges
miikodés kozotti eltérések feltarhatok legyenek. A miikddést tdimogatod szolgaltatasi mutatok —
példaul a funkcionalités, teljesitmény, megbizhatosag, védelem és karbantarthatdosdg — tovabbi
bizonyitékot nyujthatnak a biztonsagi és miiszaki szabvanyoknak valo megfelelésre.

Ezzel parhuzamosan a nem miiszaki eszkozok teremtenek keretrendszert a felelds
alkalmazashoz. A szabdlyozéasok, mint az Al Act és a termékbiztonsagi eldirasok, rogzitik a
miikodési feltételeket €s a feleldsségi rendet; a magatartasi kodexek az etikus szervezeti kultirat
erdsitik; a szabvanyositas egységes fejlesztési és tesztelési modszertant garantal; a tanusités
hitelesiti a biztonsagi megfelelést, de nem helyettesiti a szervezeti feleldsségvallalast, amit
jogorvoslati és feliilvizsgalati mechanizmusokkal kell biztositani. Az elszdmoltathatosagot
szilard iranyitasi keretekbe kell 4gyazni, az oktatas és a tajékoztatas pedig eldsegiti az etikus
gondolkodast. Az érintettek bevondsa €s a folyamatos tarsadalmi parbeszéd noveli az
elfogadottsdgot, mig a sokszinll, inkluziv fejlesztdcsapatok érzékenyebbé teszik a rendszert a
kiilonb6z6 csoportok igényeire.

A szervezeteknek érdemes etikai feleldst kineveznitik vagy fiiggetlen etikai tanacsado testiiletet
létrehozniuk, amely a fejlesztés és az alkalmazds soran feliigyeli az elvart normak
érvényesiilését; e testlilet a jogi €s adatvédelmi szerepkoroket nem helyettesiti, hanem
kiegésziti. A megbizhatdé MI elényeit mindenki szdmara hozzaférhetdvé kell tenni, ezért a
vonatkoz6 kdvetelményeket mar az Gtletelési €s tervezési fazisba integralni kell, és a rendszert
a hasznalat teljes idOtartama alatt a beépitett adatvédelem és biztonsag elvei szerint kell
miitkodtetni. Lényeges elvaras'®, hogy ezek az alapelvek és kdvetelmények a teljes életciklus
soran folyamatosan érvényesiiljenek, mert csak igy garantilhaté a valddi, és fenntarthatd

bizalom.

19 European Commission. 2019. Ethics Guidelines for Trustworthy AI. High-Level Expert Group on Artificial
Intelligence. https://digital-strategy.cec.europa.cu/en/library/ethics-guidelines-trustworthy-ai. p.18
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3. A hét f6 kovetelmény gyakorlati érvényesithetosége

A mesterséges intelligencidval szembeni bizalom egyik alappillére, hogy az MI rendszerek
fejlesztése és mikodtetése a gyakorlatban is megfeleljen azoknak az alapelveknek ¢és
megvalodsithatdsagi kritériumoknak, amelyeket a nemzetk6zi €s unios szakpolitikai irdnyelvek
(igy példaul az EU AT HLEG vagy az OECD) rogzitenek. A technoldgiai fejlédés gyors iiteme
miatt azonban a gyakorlati alkalmazas és az elméleti elvarasok kozott gyakran jelentds
szakadék tapasztalhat6. Egy az OECD 4ltal 2025-ben publikalt jelentés? szerint bar az europai
vallalatok 61 szazaléka rendelkezik valamilyen MI szabdalyzattal, de csak 28 szazalékuk képes
ténylegesen nyomon kovetni, hogy algoritmusaik milyen adatforrasokra és dontési logikakra
¢épiilnek, ami jelentds szervezeti (stratégiai) kockazatot hordoz. Ez a megallapitas ravilagit arra,
hogy az MI mikodésének atlathatosaga és visszakOvethetdsége még nem megfelelden
érvényesiil a gyakorlatban. Az MI rendszerek biztonsagos és etikus alkalmazasanak legnagyobb
kockazata azonban elsOsorban nem technikai természetli, hanem szervezeti: a nem kelloen
dokumentalt, ellendrizetlen miikodés; a kritikus adatmindség és az adatbiztonsag, amelyeket a
NIS2-iranyelv?! is kiemelten kezel. A hibas vagy manipulélt adat nemcsak a stratégiai dontések
megalapozottsagat veszélyezteti, hanem a teljes rendszer integritasat is.

E fejezet célja, hogy bemutassa, a mar fentiekben ismertetett hét {6 kovetelmény azon tartalmi
kritériumait, €s azok gyakorlati érvényesithetdségét, amelyek megvalositasaval biztosithatd a
megbizhatdé MI keretrendszerének valé megfelelés.

3.1. A hét f6 kovetelmény tartalmi kritériumai: atlathatosag, megmagyarazhatosag,
nyomon  kovethetéség, ellendrizhetoség, elszamoltathatésag, pontossag  és
reprodukalhatosag

Az atlathatosag az MI rendszerek egyik alapvetd kovetelménye, amely biztositja, hogy azok
miukodeése, dontési logikdja, céljai €s tarsadalmi hatasai érthetéek €s hozzaférhetdk legyenek az
érintettek szamdra. Ez a tarsadalmi kontroll eldfeltétele, és csak akkor valosulhat meg, ha az
adatkezelés, a rendszerfelépités és az iizleti modell is vildgosan dokumentalt. A dokumentacid
nem csupan adminisztrativ feladat, hanem minden tovabbi kdvetelmény — igy az ellendrzés, a
nyomon kovetés, ¢és a megmagyarazhatésag — alapja. Rogziteni kell tobbek kozott az
adatgyiijtés és adatcimkézés folyamatait, az adatkészleteket, az alkalmazott algoritmusokat,

valamint a fejlesztés soran meghozott emberi dontéseket, példaul az MI rendszer felhasznalasi

20 OECD, Boston Consulting Group & INSEAD. 2025. The Adoption of Artificial Intelligence in Firms. Paris:
OECD Publishing. (oecd.org)

2 European Union. 2022. Directive (EU) 2022/2555 on Measures for a High Common Level of Cybersecurity
across the Union (NIS 2 Directive). Official Journal of the European Union L 333. https://eur-lex.europa.cu/legal-
content/EN/TXT/?uri=CELEX:320221.2555.
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teriiletének kijeldlését érintét. A magyarazhatosag (XAI)?? kritériuméabol kdvetkezik, hogy az
MI rendszer képes a dontéseit emberi (végsd soron felhaszndloi) szempontbdl értelmezhetd
moédon megindokolni. Ez kiilondsen fontos érzékeny teriileteken, példaul az egészségiigyben,
ahol a dontések kozvetlen és sulyos kovetkezményekkel jarhatnak.

A nyomon kovethetdség elve azt kivanja meg, hogy az MI rendszer mikodésének minden
aspektusa — beleértve az adatbemeneteket, az algoritmikus valtozasokat ¢s a kimeneteket —
részletesen dokumentalt legyen. Ez szorosan Osszefligg az ellendrizhetdséggel, amely
lehetdséget biztosit fliggetlen auditokra, illetve az algoritmikus dontések visszafejtésére, hogy
szlikség esetén rekonstrudlhatd legyen, hogyan és miért sziiletett egy adott dontés.

Az elszamoltathatosag elve mentén célszerli példaul egy szervezet miikodési szabalyzataban
egyértelmiien meghatarozni, hogy ki a felelés az MI rendszer egyes miikodési szakaszaiért és
dontéseiért. Ez alapfeltétele annak, hogy a rendszert be lehessen illeszteni jogilag és
szervezetileg is értelmezhetd keretek koz¢€.

A pontossag és a reprodukalhatosag szintén kulcsfontossagu tényezok. Egy jol mikodé MI
rendszer azonos feltételek mellett ismételten is ugyanazt az eredményt adja, kiilondsen
biztonsagkritikus koérnyezetekben. Ehhez sziikséges, hogy a rendszer helyesen kategorizaljon
adatokat, pontos dontéseket és eldrejelzéseket hozzon, valamint rendelkezzen olyan fajlokkal,

amelyek lehetdvé teszik az egész fejlesztési folyamat ujraalkotasat.

4. Emberi feliigyelet biztositasa: human-in/on/out-of-the-loop megkozelités

Az emberi jelenlét és kontroll az MI rendszerek mitkddése soran harom, egymassal fokozatosan
csokkend emberi beavatkozasi lehetdséget kindlo modell mentén irhat6 le. A ,,human-in-the-
loop” megkozelitésben az ember minden dontési ciklusba aktivan bekapcsolodik, igy példaul
egy orvosi diagnosztikai rendszer esetében a szakember minden egyes kimenetet feliilvizsgal,
a katonai célpont-azonositasnal pedig az operator adja meg a végsé engedélyt; hasonlo a helyzet
pénziigyi jovahagyasoknal is. A ,,human-on-the-loop” szintnél az ember mar inkéabb feliigyeld
szerepet tolt be: folyamatosan monitorozza az autondém rendszert, €s csak rendellenesség vagy
kritikus helyzet esetén avatkozik kozbe. Ez a modell teremti meg az autonom miikodés és az

emberi kontroll egyensulyat példaul oOnvezetd jarmiiflottak, ipari robotcelldk vagy

2 Samek, Wojciech, Thomas Wiegand, and Klaus-Robert Miiller. 2017. “Explainable Artificial Intelligence:

Understanding, Visualizing and Interpreting Deep Learning Models.” arXiv preprint arXiv:1708.08296.
https://arxiv.org/abs/1708.08296.
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dontéstamogat6 rendszerek esetében. Végiil a ,,human-out-of-the-loop” miikddésnél az ember
teljesen kimarad a dontéshozatalbdl; ezt kizardlag sziik, alacsony kockazati vagy specialis
teriileteken szabad alkalmazni, mint amilyen a zeneajanld algoritmusoké vagy bizonyos jaték
alkalmazasoké.

Az, hogy melyik modellt valasztjuk, dontd hatassal van az etikai kontroll, a jogi feleldsség és a
biztonsagi beavatkozas lehetdségére. Magas kockazatu rendszerek esetén az Al Act kifejezetten
eldirja a megfeleld emberi feliigyeletet, mert az elszamoltathatosag és a kritikus helyzetekben
torténd feliilbiralas emberi dontésképességet kivan. Altalanos tervezési elv, hogy minél kisebb
a kozvetlen emberi kontroll, anndl alaposabb tesztelésre és szigorubb irdnyitasi keretrendszerre

van sziikség a megbizhaté MI rendszer megvalositasahoz.

5. A fejlesztési folyamat életciklusa: kutatas-adatgyijtés-betanitas-tervezés-

fejlesztés-tesztelés-hasznalat-eredmény

Egy MI projekt esetében a szervezeteknek mar a projekt els6 fazisatol ugy kell felépiteniiik a
munkafolyamatot, hogy a megbizhatosag minden 1épést dthasson. Ennek részeként a kutatasi
fazisban egyértelmiien meg kell hatdrozni a megoldandé problémat, fel kell mérni a szoba jovo
technologiakat és at kell tekinteni a vonatkozo jogszabalyi kornyezetet. Az adatgytijtés soran
kizarélag torzitasmentes ¢€s jogszerli adatallomanyokat szabad felhasznalni, amelyek pontos
dokumentélasaval késdbb igazolhato a tanitasi adatok tisztasaga.

A betanitasi fazisban gondoskodni kell a teljes fejlesztés atlathatd nyomon kovetésérdl: minden
adatmozgatast, algoritmus-valtozatot és emberi dontést rogziteni kell, hogy a folyamat késébb
auditalhaté legyen. A tervezés szintjén ki kell alakitani az algoritmikus logikat, a
rendszerarchitektarat és a mérési kritériumokat, mikozben biztositani kell az emberi
beavatkozas lehetOségét is. A tényleges fejlesztés utan a prototipust nemcsak funkcionalis,
hanem stressz- €s etikai teszteknek is alé kell vetni, majd az ¢élesitéskor folyamatos feliigyeletet,
visszacsatolast és hatdsmérést kell alkalmazni, hogy a tapasztalatok alapjan azonnal javithato
legyen a rendszer.

Fontos szabaly, hogy ha a megoldas alapvetd emberi jogokat érint, példaul arcfelismerést vagy
korhazi diagnosztikat, fiiggetlen kiilsd szakértoket is be kell vonni a teljes folyamat objektiv
ellendrzésére.

5.1. A hét fo kovetelmény gyakorlati érvényesiilésének eszkozei: hatasvizsgalat,
dokumentalas, értékelés, belsé elszamoltathatésag, érintettek bevonasa, jogorvoslat
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Egy mikodd, megbizhato MI rendszer csak akkor sziilethet meg, ha a fejlesztés minden
szakaszat kovetkezetesen szabalyozott gyakorlat kiséri. Mar a tervezéskor kotelezo felmérni a
tarsadalmi, kdrnyezeti és gazdasagi hatasokat, kiilondsen ha az alkalmazas alapvetd jogokat —
példaul a maganélet védelmét — érintheti. A teljes folyamatot részletesen dokumentalni kell:
rogziteni az adatforrasokat, a modellparamétereket és minden dontési 1épést, majd ezt belso és
fliggetlen auditokkal rendszeresen ellendrizni, hogy kideriiljon, az algoritmus ¢éles
kornyezetben is a kijelolt kockazati keretek kozott miikodik-e. A felhaszndlokat hiteles
tajékoztatas illeti meg, és végig meg kell maradnia az emberi beavatkozas lehetoségének. A
szervezetnek egyértelmi etikai, jogi és adatvédelmi feleldsoket kell kijeldlnie, a miikodést
pedig atlathaté elszamoltathatésagi és hatékony jogorvoslati mechanizmusokkal kell
alatdimasztani. A rendszer csak akkor marad hosszi tdvon fenntarthatd, ha az érintettek

folyamatos visszajelzése és a nyilt ellendrzés beépiil a miikodés mindennapjaiba.

6. Adatkezelés és adatminéség: adatvédelem, adatkészlet mindsége, adattorzitas

elkeriilése

A mesterséges intelligencia rendszerek megbizhatésaga nagymértékben fligg az adatkezelés
mindségétl. Ez megkoveteli a jogszabalyok — kiilondsen a GDPR — betartasat, az
adatminimalizalas (sziikséges minimumra valo torekvés), anonimizalds és célhoz kotott
felhasznalas elveinek alkalmazasaval. Emellett vildgos hozzaférési szabalyokra és biztonsagos
adatkezelési gyakorlatra van sziikség. A fejlesztés soran folyamatosan biztositani kell az
adatkészletek pontossagat, reprezentativitasat és torzitdsmentességét. A sokféleségre vald
torekvés €s az emberi feliigyelet segit elkeriilni a rendszerszintli torzuldsokat, amelyek sérthetik
az alapvetd jogokat. A tarsadalmilag hasznos ¢és etikus miikddéshez olyan atfogd adatstratégiara
van sziikség, amely az adatvédelem, mindség és etika egyensulyat végig fenntartja. A jo
mindségli adatkészlet pontossagot, reprezentativitast s konzisztenciat jelent, amit a fejlesztési
¢letciklus soran folyamatosan vizsgalni és dokumentalni kell, mert csak igy garantalhat6, hogy

a betanitas el6tt, alatt €s utan is sértetlen marad az adatdllomany.
7. Miiszaki biztonsag: iizembiztos leallitasi terv, készenléti terv

A technikai biztonsdg nem pusztan informatikai feladat, hanem az etikai megbizhatosag
alapfeltétele. A mesterséges intelligenciat tigy kell megtervezni, hogy az ember barmikor
biztonsagosan ledllithassa, majd eldre rogzitett eljarassal jraindithassa a rendszert. Emellett fel
kell késziteni vératlan eseményekre: a szoftvernek tamadés vagy hiba esetén automatikusan

készenléti modba kell valtania, amit részletes vészforgatokonyvek és beépitett biztonsagi
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elemek tesznek lehetévé. A hibatlirés része, hogy a rendszer észleli és kezelni tudja a

meghibasodasokat anélkiil, hogy a miikkddés teljesen leéllna.

8. A blokklanc-technologia szerepe a megbizhaté mesterséges intelligencia

tamogatasaban

A mesterséges intelligencia rendszerek megbizhatosdganak megteremtése nem csupan etikai és
jogi kérdés, hanem technologiai kihivas is. A blokklanc-technoldgia — technikai sajatossagaibol
fakadéan — hatékony eszkozként szolgalhat a Trustworthy Al alapelveinek gyakorlati
megval6sitasdhoz. Az olyan jellemzok, mint a valtoztathatatlansdg, a decentralizaltsag, az
atlathat6sag, valamint a kriptografiai védelem révén a blokklanc idedlis kornyezetet kindl az
MI rendszerek biztonsagos, elszamoltathato és auditalhaté miikodéséhez.

A blokklanc nem csupan egy adatkezelési eszkoz, hanem a digitalis bizalom technologiai
infrastrukturajaként is értelmezhetd. Alkalmazasa révén a mesterséges intelligencia nem csupan
technolégiailag lesz hatékony, hanem miikodése — dokumentalt és visszakdvetheté modon —
megfelelhet a tarsadalmi, etikai és jogi norméaknak is. A blokklanc-architekturaba illesztett M1
rendszerek igy képesek lesznek biztositani az atlathatdsagot, az adatintegritast, valamint a

reprodukalhatosagot.

9. A blokklanc kulcsjellemzdi adatbizalmi szempontbol

A blokklanc-technologia sajatos miikodésébdl fakadoan tobb olyan jellemz6ét is hordoz,
amelyek alapvetden segitik a mesterséges intelligencia megbizhatosagi kovetelményeinek
teljesiilését, kiilonosen az adatbizalom teriiletén. A felhasznalok azonositdsa nem kozvetlen
személyes adatokon, hanem kriptografiai azonositokon alapul, igy a rendszer pszeudonimitast
biztosit. Emellett a Zero-Knowledge Proof?® tipusti megoldasok lehetdvé teszik, hogy a
felhasznalok bizonyos informacidkat igazoljanak anélkiil, hogy azok tényleges tartalméat
felfednék, ami eldsegiti az adatminimalizéldst és az adatvédelmi szabalyoknak vald

megfelelést.

BA Zero-Knowledge Proof olyan korszer( kriptografiai protokoll, amely lehetdvé teszi, hogy a bizonyitd fél
(prover) igazolja egy allitas igazsagat a hitelesitd félnek (verifier) anélkiil, hogy a bizonyitas targyat — példaul
jelszét, privat kulcsot vagy bizalmas adatot — ténylegesen feltdrnd. Ennek koszonhetéen ZKP-k kiilondsen
alkalmasak GDPR-kompatibilis azonosito- és engedélyezési rendszerek, illetve blokklanc-alapu tranzakciok
adatvédelmi megerdsitésére, ahol az érzékeny adatok kiszivargasa elfogadhatatlan kockazatot jelentene.
Goldwasser, Shafi, Silvio Micali, és Charles Rackoff. “The Knowledge Complexity of Interactive Proof-Systems.”
https://epubs.siam.org/doi/10.1137/0218012
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A blokklancra rogzitett adatok digitalis alairassal és hash-értékekkel vannak ellatva, igy
biztositott az adatok hitelessége és integritdsa, ami elengedhetetlen példaul az MI rendszerek
tanitoadatainak vagy dontési naploinak hiteles dokumentaldsdhoz. Mivel minden adatmozgés
idobélyeggel ellatva, visszakereshetd modon keriil rogzitésre, a technoldgia a teljes fejlesztési
¢s mukodeési folyamat atlathatosagat is tamogatja — ez pedig kulcsfontossagu az auditalhatosag
¢s a tarsadalmi bizalom szempontjabol.

A nyilvanos blokklanc-halézatok révén a rendszerben torténd miiveletek technikailag
ellendrizhetok ¢és nyomon kovethetdk, igy erdsitve az atlathatosagot. Tovabba, az
okosszerzodések hasznalata lehetdvé teszi, hogy bizonyos dontések automatikusan, elére
programozott szabalyok szerint torténjenek, amely nemcsak a mitkddés hatékonysagat noveli,
hanem hozz4jarul az etikai és jogi megfeleldség biztositasahoz is.

Osszességében a blokklanc-technologia nemcsak technikai tAmogatast nyujt az MI rendszerek
szabalyozott és megbizhat6é miikodéséhez, hanem alapot teremt a transzparens €s etikus digitalis
kornyezet kialakitasahoz is. Az igy létrehozott strukturalt, hitelesen dokumentélt ¢&s
visszakOvethetd miikddés lehetdvé teszi, hogy az MI rendszerek ne csupan hatékonyak, hanem

hosszl tdvon is igazolhatéan megbizhatdak és tarsadalmilag elfogadottak legyenek.

10. Az INATBA illaspont**

Az INATBA (International Association for Trusted Blockchain Applications) 2023-as jelentése
szerint a mesterséges intelligencia és a blokklanc-technologia dsszekapcsolasa kulcsfontossag
lehet az atlathato és etikus digitalis 0koszisztéma kialakitasaban. A blokklanc biztositja az MI
rendszerek dontéseinek naplozasat, visszakereshetdségét és auditalhatosagat, ezzel novelve az
elszamoltathatosagot. Az okosszerzddések segithetik a jogi és etikai megfelelést, mig a
decentralizalt identitaskezelés lehetdveé teszi, hogy a felhaszndlok maguk rendelkezzenek
adataik felett. A tokenizacié nyomon kovethetévé €s jogilag rendezetté teszi az adat- és
algoritmusvagyont.

A jelentés kiemeli a megfeleléségi dokumentacid, a blokklanc-alapt auditmegoldasok
bevezetése, valamint az adatvédelmi és MI etikai képzések sziikségességét. A blokklanc nem
helyettesiti az emberi dontéseket, de biztositja azok nyomon kdvethetdségét és hitelességét, igy
tdmogatja a hosszu tavon is megbizhatd, etikus és tarsadalmilag elfogadott MI rendszerek
kialakitasat.

11. Etikai elvekbdl jogi kotelezettség: a Trustworthy Al szabalyozasi utja

24 INATBA PAPER by the AI & Blockchain Convergences task force 2024. Al Regulation and Blockchain:
Bridging Ethics and Governance
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A Trustworthy Al gyakorlati megvaldsitasdnak egyik leglényegesebb jogi eszkoze az Al Act,
amely a mesterséges intelligencidra vonatkozo6 unids szabalyozas alapjat képezi. Az Europai
Bizottsag szakértdi altal korabban kidolgozott etikai és technikai elvek ebben a rendeletben
nyernek kotelezd érvényl, jogi format. Az Al Act tehadt nem csupan egy szabalyrendszer,
hanem a biztonsagos ¢és megbizhatd mesterséges intelligencia feltételeinek intézményesitett
garancidja is. Az Al Act nem Uj elveket vezet be, hanem az eddigiek szabdlyozasi és
végrehajtasi keretrendszerét alkotja meg, kiilonds tekintettel a magas kockazata MI
rendszerekre. E dokumentum a fejlesztési €letciklus minden szakaszaban konkrét megfelelési
kovetelményeket fogalmaz meg: kotelezd dokumentaciot, kockézatelemzést, emberi feliigyelet
biztositasat, magyardzhatdsagot, valamint jogorvoslati és feleldsségi mechanizmusokat ir elo.
A szabalyozas tehat kettds célt szolgal:

- Bizalomerd6sitd funkciot, amely a tdrsadalmi elfogadottsdgot és felhasznaloi jogokat

garantalja;
- Versenyképességi és innovacios keretet, amely jogbiztonsagot €s iranymutatast nyujt a

fejlesztdk €s szolgaltatok szamara.

Az Al Act hatélyba lépése — az eltérd fejezeti litemezés mellett — 2026. augusztus 2-an valik
teljes kortien kotelezOvé az Eurdpai Unidban. A jogszabaly jogi megalapozottsdgot biztosit a
Trustworthy Al elveinek, ezaltal hidat képez az etikai normdak és a technologiai gyakorlat
kozott. A blokklanc és MI rendszerek technoldgiai 6sszhangja pedig e szabalyozas technikai
megvalositasahoz is hozzajarulhat, biztositva az auditalhatdsagot, a visszakdvethetdséget és az

atlathat6 miikodést.

Osszegzés

A mesterséges intelligencia rendszerek megbizhatosdga korunk egyik legdsszetettebb
technoldgiai és tarsadalmi kihivasa. A ,,Trustworthy AI” nem csupén technikai teljesitmény,
hanem mélyen normativ elvaras, amely az atlathatosag, az elszamoltathatdsag, az adatvédelem
¢és az emberi autonomia tiszteletének egyiittes érvényesitését koveteli meg.

E kovetelmények teljesiilése azonban nem garantdlhatd kizarolag szabalyozasi vagy jogi
eszkozokkel, hanem sziikség van technoldgiai tdmogatasra, tarsadalmi diskurzusra és
intézményi feleldsségvallalasra is. Ebben a kontextusban a blokklanc-technologia nem csupan
adatkezelési megoldas, hanem a digitalis bizalom technikai infrastrukturdjanak egyik

meghatdroz6 eleme lehet, hiszen lehetévé teszi egy olyan kornyezet kialakitasat, ahol a
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megbizhatosdg nem elvont igéret, hanem technikailag visszakovethetd és bizonyithato
képesség.

A mesterséges intelligencia és a blokklanc technologidk integracidja olyan uj digitélis
Okoszisztémak alapjaul szolgéalhat, amelyek az emberkozpontusag, etikai megfelelés ¢és
atlathatosag mentén szervezddnek. A jovo digitalis tarsadalma csak olyan infrastruktarara
éptilhet, amelyben a bizalom nem vélelmezett, hanem technikailag aldtdmasztott és jogilag
szabalyozott. Ez a szemlélet képezi az etikus, jogszerli és fenntarthatd MI rendszerek

fejlesztésének alapjat is.
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Megbizhato teljesitmény, igéretek, elvarasok és bizalom
Az Al startup vilag kihivasai
Reliable performance, promises, expectations and trust
The challenges of the Al startup world

Dr.” Orszag-Krisz Axel?¢

Absztrakt

Az Al startupok sajatos fesziiltségben miikodnek, amely a tényleges felhasznalok altal elvart
megbizhatosdg, a vallalkozok tett igéretek, illetve a befektetdk és a piac altal tdmasztott
elvarasok kozt gerjednek. Jelen irés e fesziiltséget vizsgalja az érintettek, azaz a fejlesztok, az
alapitok, a befektetok, a felhasznalok, a piac, a szabalyozok és az allam szempontjabol két rovid
példan keresztiil. Az egyik egy egyszerl, innovativ Al-megoldas piaci bevezetése, mig a masik
egy meglévo szoftvertermék Al-funkcioval torténd frissitése. A cikk keretei kozt gépi tanulas,
a felelds MI, a termékfejlesztés és az iranyitas irodalmat szintetizaljuk, bemutatva, hogy a mai
MI korlatai, igy kiilonosen az adateloszlas-eltolodas, a torékenység, a kalibracios hibak, a
hallucinaciok, az adverzarius kockdzatok €s az atlathatatlan eredet miként alakitjdk az
allitasokat, az értékelést, az arazast, a megfelelést és a bizalmat. A dolgozat a végén gyakorlati
utmutatast igyekszik adni a tekintetben, hogyan lehet Osszehangolni a teljesitményt, az

igéreteket, az elvarasokat és a bizalmat egy startup teljes életciklusa folyaman.
Abstract

Al startups face a distinctive tension between the reliability that real users require and the
expectations and promises that energize entrepreneurs, investors and markets. This article
examines how that tension plays out across stakeholders; developers, founders, investors, users,
markets, regulators and the state. There are two short examples: the market launch of a simple,
innovative Al solution; and an upgrade to an established software product with Al features. We
synthesize insights from machine learning research, responsible Al, product development and
governance to show how limitations of contemporary Al, like data shift, brittleness, calibration

errors, hallucinations, adversarial risk, and opaque provenance, shape product claims,

25 Nem tudomanyos fokozat, jogasz doktor

26 mesterséges intelligencia fejleszto és szakértd, adattudos, email@drorszagkriszaxel.hu
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evaluation, pricing, compliance and trust. We close with pragmatic guidance for aligning

performance, promises, expectations and trust throughout the startup lifecycle.
Bevezetés

Napjainkra az MI rendszerek mar réges-rég tuljutottak a laboratoriumi bemutatdk korszakan,
hiszen mindennapjaink részéve valt a mesterséges intelligencidt tartalmaz6, vagy épp teljes
egészében azon alapulo szolgaltatdsok hasznalata. Noha az MI hasznalata ilyen hétkdznapi, az
ilyen jellegli szoftverek alapvetd problémainak kikiiszobolése még mindig altalanos, az egész
ipardgat kihivasok elé 4llito feladat. A mesterséges intelligencia megolddsok
teljesitoképességét tobb tényezd is korlatozza. Ezek koziil a legjellemzébbek az érzékenység a
betanité adatokra és a kontextusra, a ,,rovid utak” megtanulasa (Geirhos et al., 2020), a
bizonyossag mértékének téves kalibracidja (Guo et al., 2017), a generativ modellekre jellemzd
hallucindciok (Ji et al., 2023), a kétoldalu sériilékenységek (Biggio és Roli, 2018) és az
adatszivargasi kockazatok (Carlini et al., 2021). Termékeik és szolgaltatasaik tervezése,
fejlesztése és értékesitése soran a startupoknak e realitasokat, azaz a fent emlitett korlatok
gyakorlati hatdsait kell Osszeegyeztetniiik az uUn. ,hype” ciklusokkal, azaz az olyan
iddszakokkal, amikor alkalmazasanak egy adott teriilete a figyelem kdzéppontjaba keriil (Fenn
¢s Raskino, 2008). Az ilyen ciklikus hatdsokon tilmenden minden technologiai vallalkozéasra
jellemzd egy terjedési dinamika is, mely hatast a novekedésre €hes toke jeletdsen képes
befolyasolni (Gompers és Lerner, 2004). Mindezeken tilmenden az egyes piacok, mint példaul
az USA vagy EU szabdlyozasi kornyezete is lehetdségeket vagy épp korlatokat jelentenek a
vallalkozasok szdmara.

Egy sikeres vallalkozas a fent emlitett 0sszes tényezd kozott képes olyan utat, vagy utakat
talalni, amelyek a piacra keriilését és a piacon maradasat eredményezik. Ugyanakkor tisztan
felhasznal6éi szemmel nézve a miikodésnek pusztan a megbizhatdésaga fontos, amely e
kontextusban elsd sorban a kiszdmithato, holnap is elérhetd terméket jelenti.

A dolgozat keretei kozt két rovid példan keresztiil vizsgaljuk meg, egy adott helyzetben egy
vallalkozas hogyan képes a fent leirt tényezdk sokszor ellentétes hatdsat dsszeegyeztetni. Az
elsO egy egyszerli Al-termék piaci bevezetését kdveti, mig a masodik egy Al-centrikus frissitést
mutat be egy a piacon mar bejaratott termékben. A bemutatds sordn mindkét esetben a mai

technikai korlatokat és a hiteles vallalasokat meghatarozé hatasaikat emeljiik ki.
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1.A fogalmi keretek meghatarozasa

E fejezetben roviden bemutatasra keriilnek azok a fogalmak, amelyek a dolgozat vizsgélatanak
targyat képezik.

Megbizhatdsag:

A megbizhatdsag fogalma alatt annak azt értjiik jelen iras keretei kozt, hogy egy rendszer
milyen mértékben felel meg kovetkezetesen a teljesitménycéloknak meghatarozott feltételek
mellett, beleértve a pontossagot, a késleltetést, az lizemidot és a biztonsagot. Ez a meghatarozas
alapvetden Breck et al., 2017 és Sculley et al., 2015 gondolatain alapul.

Itt fontos megjegyezni, hogy a megbizhatosag felhasznaldi értelmezése a gyakorlatban nem
szlikségszerlien tiikrozi ezt a gondolatot. A fogalom jelentéstartalmanak minden érintett félre
kiterjedd pontos meghatarozasa messze tilmutat ezen irds keretein. Ugyanakkor allaspontunk
szerinte egy olyan kérdésrdl van szd, amely a mesterséges intelligencia, illetve a nagy nyelvi
modellek esetében kiilonosen fontos, mivel e teriileten sokkal nehezebb egzakt validacios
technikakat alkalmazni az eredmények megbizhatdsaga tekintetében.

Igéretek

fgéretek alatt jelen iras keretei kozt Ries, 2011 alapjan az alapitok, csapatok és szallitok altal a
marketing, az értékesités, az adomanygyljtés €s a sajtod teriiletén tett explicit €s implicit
allitasok értenddk, amelyek az adott termékhez szolgaltatashoz kozvetleniil kapcsolodnak. A
mesterséges intelligencia és nagy nyelvi modellek el6térbe helyezése okan ezen cikk keretei
kozt els6 sorban azokkal igértetekkel foglalkozunk, amelyek tartalmi jellegliek, igy a
megjelenéssel és a teljesitménnyel, mint példaul sebesség, kapcsolatos allitdsokkal nem
foglalkozunk. Azt is érdemes meg kiemelni, hogy az igéreteknek, épp a témakor miatt, két
terlilete fontos igazan; a marginalis helyzetek, illetve egyediség kezelése, valamint altaldnos
megértés, azaz a 1ényeglatas pontossaga.

Elvarasok

Az irés keretei kozt elverdsokként kezeljiik az érdekelt felek mentalis modelljeit arrdl, hogy mit
tud nyqjtani a rendszer. Egyes szerzOk, mint példaul Fenn és Raskino, 2008 szerint olyan
tényezekrdl van sz, amelyeket a hype ciklusok, a kordbbi termékek és a tarsadalmi narrativak
alakitanak. Az iras keretei kozott az elvarasok idobeli valtozasa kevésbé jelenik meg, illetve
azok eltér0 természete is csak részben nyer teret a két példa életciklusabol fakado
kiilonbozdsége folytan. Ennek oka igen egyszerti. A cikk a kihivasokra, illetve azon kihivasokra

koncentral, amelyek a mesterséges intelligencia alkalmazasahoz, illetve az ehhez kapcsolodo
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bizalomhoz kévetleniil kotédik. Epp ezért az id6beli valtozas vizsgalata nem fér bele az iras
kereteibe.

Bizalom

A fentiekkel ellentétben a bizalom esetében nehéz az egyes fogalommeghatarozasokat egységes
platformra hozni a szoftver termékek és szolgaltatisok esetében. Ez a szakirodalommal
kapcsolatos megéllapitas két szempontbol is érdekes. Egyfelél a bizalom egy kvazi
alapfogalomnak tekinthetd az életiinkben, hiszen olyasvalamir6l van sz6, ami szinte
sziiletésiinktol veliink fejlodik, mégis — vagy talan épp ezért — egyben olyan természetii is,
amelyet nehéz megragadni. Masfel6l a bizalom megitélése egy szoftver esetében annak
absztrakt természete miatt talin még nehezebb. Ez utdbbi megallapitds tovabbi érdekes
gondolatokhoz vezet, mivel a mesterséges intelligencia alkalmazasok esetén a bizalom kérdése
még fontosabb, hiszen az eredmény nem csak a megirt kodon, hanem a betanité adaton is mulik.
Ezen még inkabb tdlmutatnak a nagy nyelvi modellt hasznal6 alkalmazasok, mivel az ilyen
rendszerek hitelesitése egzakt értelemben lehetetlen, hiszen a leginkabb elfogadott mérési
modszer az, ha az egyik nyelvi modellt a masikkal validaljuk, ami azért kiilonds megoldas,
mivel nem tartalmaz kiilsd, teljesen obejktiv tényezot.

A fentiekre figyelemmel meglepd, hogy az MI és a bizalom kérdése mérsékelten kutatott
kérdéskor, illetve a kutatasok ellentmondasoktol sem mentesek. Egy egyszerti kiindulasként
megjegyzendd, hogy a szoftverekhez kotddd bizalom Mayer et al., 1995 szerint a rendszerre
valo tdmaszkodas hajlandosagaban mutatkozik bizonytalan koriilmények kozott, amelyet az
észlelt kompetencia, az integritas és a joindulat befolyasolnak.

Altalanos jellemzok

Minden egyes startup, illetve fejlesztés tekintetében az alabb szereplok kiilonithetdk el:
Otletgazda

Szoftvermérnok (fejlesztd)

Csapat (vallalkozas)

KockazatitOke-befektetd

Felhasznal6

Versenytarsak

Szabalyozo és feliigyeld szervek (hatdsagok, allam)

Az aldbbiakban roviden bemutatom az egyes szereplok altaldnos helyzetét személyes
tapasztalatiam alapjan.

Otletgazda
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Az otletgazda az a személy, akivel a szakirodalom kiilon nem foglalkozik, 6t — szerz6tol
fiiggben — a fejlesztd vagy a vallalkozd személyével azonositjdk — pedig a valdsagban
egyaltalan nem ritka, hogy egy-egy Otletgazda kiilon entitasként van jelen egy startup életében
még akkor is, ha adott esetben a menedzsment része, tehat, mint ilyen, részben a vallalkozo
szerepkorét gyakorolja. Az otletgazda célja, hogy a termék vagy szolgaltatas valosuljon meg.
Az 6 esetében a motivaciot harom mondattal leirhatjuk:

“Legyek jelen.”

“Legyek sikeres.”

“Legyek atiito.”

Ebbdl kovetkezden az otletgazda feladata elmagyardzni a terméket, azaz megmondani minden
mas szereplonek voltaképp mirdl is van szo6. Elsé korben az 6 feladata az is, hogy elmondja,
hogyan lesz az 6tletbdl termék. E ponton fontosnak tartjuk megjegyezni, hogy az Gtletgazda
nem sziikségszeriien egy személy, de mindenképpen olyan személyek egysége, akik egy entitast
alkotva dolgoznak az otlet alapveté megvaldsitasan, azaz termékké alakitdsan. Az Gtletgazda
feladata még idealis esetben a termék bemutatasa és képviselete is, akar a teljes életciklus soran.
A kiilonosen innovativ megoldasok elképzelhetetlenek 6tletgazdaik személyes torténete nélkiil.
Az otletgazda két legfontosabb dilemmadja az értékajanlat és a tényleges miikodés koré
csoportosulnak. Az elsé esetben az almokat és a vagyakat, a masodik esetben pedig az
elvarasokat és az eréforrasokat kell sszehangolnia a valosaggal.

Szoftvermérnok (fejlesztd)

A fejlesztdt egyetlen cél mozgatja. A kivant megoldas mitkodjon. A terméket illetden ez a cél
az alabbi harom mondatban 6sszefoglalhato:

“Tudja, amit kell.”

“Legyen stabil.”

“Legyen skaldazhato.”

A fejleszto elso feladata a szoftver megtervezése, ezt a megvaldsitas, végiil a tesztelés koveti.
A valosagban ez a harom feladat folyamatosan ismétlédik. Ezt az ismétlddést iteracios
ciklusnak is nevezik, hiszen a legtobb modern szoftver fejlesztése iterativ modon torténik. Bar
nem kimondottan fejlesztés, a szoftvermérndki csapat feladata az lizemeltetés is. Ez azért
kiilontl el, mert itt 4j funkcidk hozzaaddsa nem lehet cél, &m a megbizhatdsag, a stabilitas
novelése ezt mégis megkivanhatja olykor-olykor.

A fejlesztd dilemmai abbol adodnak, hogy a fenntarthatdségat és az elvardsoknak valé minél
teljesebb megfelelést egyszerre kell fenntartania. A fenntarthatdésag jegyében optimalis

megoldasokat kellene fejlesszen oly modon, hogy azok jovoallok legyenek. Ez a kettés mar
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akar onmagaban is hordozhat nehezen Osszeegyeztethetd aspektusokat, de az elvarasok
mindenképp ellentétes élt adnak, hiszen a gyors fejlesztés, a valtozatok mielébbi kiadasa
rendszerint nem segiti a tartds elorelatd tervezést mar pusztan az id6 sziikossége miatt sem.
Csapat (vallalkozas)

A villalkozast, amely a terméket vagy szolgaltatast kinalja, voltaképp egyetlen cél mozgatja,
hogy a termék, vagy szolgaltatas, azaz a cég 1étezzen. Ezt harom alapvetd feltétel biztositja:
“Legyen felhasznalo.”

“Legyen fenntarthato.”

“Ne legyen baj.”

Annak érdekében, hogy mindez megvaldsuljon, a vallalkozdsnak értékesiteni kell tudni a
terméket, mukodtetnie kell a céget, illetve folyamatosan O6rkddnie kell a kockazatok
csOkkentésén legyen sz6 akar miikodési, akar szabalyozoi kockazatokrol.

A véllalkozéds dilemmai két f6 szempont koré Osszpontosulnak, az egyik az eréforras-
menedzsmenthez kapcsolodik, mig a masik oldal az elvardsoknak val6 maradéktalan
megfelelés, illetve a kell6 figyelem biztositasa minden egyes feladatra. Mivel az eréforras a
legvégesebb és a legkorlatosabb a valdsagban, a dilemmak dodlési iranya egyértelmii, épp ezért
a vallalkozéas miivészete voltaképp az eréforrasok megfeleld allokacioja.

Minden, a vallalkoz6i miikddéssel kapcsolatos kérdés a jelen irdsnal sokkal mélyebben targyalt
mas szerzOk altal, épp ezért itt nem célunk ezt mélyebben ismertetni.

KockazatitOke-befektetd

Minden kockazati tokebefektetd végso célja egyetlen dolog, a profit. Ennek érdekében sok
munkat kell neki is elvégeznie. A termék életszakaszait tekintve harom f6 1€pés kiilonithetd el:
“Valosuljon meg.”

“Ne bukjon el.”

“Termeljen profitot.”

Bar talan hajlamosak vagyunk a befektetére ugy gondolni, mint aki csak a pénzt adja, a
valosagban ez a feladatkor sokkal tobbet rejt magaban. Természetesen a befektetd feladata
biztositani a tékét, de ezen tilmenden 6 végzi a megvaldsitd csapat értékelését, ¢ biztositja a
megfeleld6 embereket, illetve képes kiegésziteni egy hidnyos csapatot, valamint szakmai
értelemben gondozza a megvaldsitokat, hogy a kelld tudas birtokdban nézhessenek szembe a
kihivasokkal. Ezen feliil folyamatos kontrollt gyakorol a folyamatok felett, hogy a valdsag
minél inkdbb kozelitsen az elképzelésekhez, elvarasokhoz — elsd sorban a menedzsment, a

pénziigyek és az eldrehaladas tekintetében.
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A befektetd dilemmai a mindséggel kapcsolatosak, azaz a megfeleld oOtletet a megfeleld
csapattal valositjadk-e meg.

Felhasznalo

A felhasznalot egyetlen cél mozgatja egy uj termék esetében. Legyen érdemes hasznalni, vagy
masként fogalmazva érje meg a befektetett pénzt, illetve a megtanulasaba vetett energiat. Ez a
gondolatmenet harom alapvetd szemponttal is leirhato:

“Legyen hasznos.”

“Legyen jo.”

“Legyen megbizhato.”

A felhaszndlonak egyetlen feladata van, haszndlja, illetve élvezze a terméket vagy a
szolgaltatast. Egyes szoftverek esetében lehetdség van érdemi visszajelzések kiildésére, illetve
kozremiikddésre is, de ezek alapvetden opcionalisak, nem altalanos sziikségletek.

A felhaszndlonak egyetlen kozponti dilemmaja lehet a termék vasarlasa elétt, hogy érdemes e
hasznélni. Haszndlat kézben pedig folyamatosan azon gondolkozhat, megfelel-e az adott
termék, illetve szolgaltatds az altala elvartaknak. Ez utdbbi eldontése a gyakorlatban a
legritkabb esetben konnyt, hiszen egészen biztosan sosem pontosan olyan egy termék vagy
szolgaltatas, mint amilyennek elképzeltiik. S6t, a gyakorlatban rendszerint van, amiben jobb,
mikdzben van, amiben rosszabb, esetleg egészen mashogy mitkddik, mint gondoltok, igy el sem
tudjuk donteni, jobb vagy rosszabb e valdjaban.

Versenytarsak

Egy-egy versenytarsnak a valdsdgban nincs aktiv célja egy konkurencia fejlesztése kapcsan, &m
a gyakorlatban a sajat tevékenységére mindenképp lehetnek alapvetd elvarasai, amelynek
kdzponti eleme, hogy az 0 versenytars ne legyen artalmas szamara. Ez a gyakorlatban harom
egyszertl gondolattal is kifejezhetd:

“Ne legyen.”

“Ne vigyen el tigyfelet.”

“Tartsa be a szabalyokat.”

A fenti sorrend egyfajta kivansaglistaként is felfoghatd, mely tekintetében johiszemii és
jogszabalyokat betartd keretek kozott az elsére csak egy felvasarlas révén lehet rahatasa. A
masik kettére viszont reagalhat a cég, igy kiilondsen figyelhetd a konkurenciat, hogy betart-e
minden szabalyt, illetve fejlesztéseket eszkozolhet, hogy megtartsa vagy akdr ndvelje
tigyfélkorét. E tekintetben egy régota a piacon 1évé cég akar inspiraciot is nyerhet, tanulhat is a

versenytarstol.
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A versenytarsak tekintetében eldallo dilemmakrol szamos kdzgazdasagtani forras részletes és
alapos elemzést k6zol, melyek messze tilmutatnak ezen irds keretein. Annyi mindenképpen
elmondhat6, hogy a masik piaci fél valos helyzetének és valds értékajanlatdnak minél
pontosabb ismerete nagyon sokat segit a megfeleld piaci pozicionalasban.

Szabalyozo ¢és felligyeld szervek (hatdsagok, allam)

Bar vallalkozoként nem mindennap gondolja ezt az ember, valdjaban a szabalyozé hatdsag,
illetve az allam elemi érdeke is, hogy egy-egy cég létezzen, hiszen a cégek a gazdasag motorja.
Ugyanakkor a létezésnek szamos peremfeltétele van. A nagy kép szintjén harom alapveto faktor
megléte mindenképpen elsérendii:

“Miikodjon egyiitt.”
“Legyen jogkoveto.”

“Legyen hasznos.”

Az allam, illetve szerveinek mikodése, feladatai és dilemmai tekintetében a szakirodalom
tetemes. Ezek felszines bemutatdsa sem témaja ezen cikknek. Ugyanakkor piaci szinten a
legfontosabb feladatnak talan az tekinthetd, hogy a szabalyozas megfeleld és egyenlé miikodési
kornyezetet biztositson, ahol a cégek megfeleld figyelmet kapnak és a hatésagok idoben
reagalnak a cégek sziikségleteire, vagy az esetleges szabalyszegésekre egyarant.

A tovéabbiakban két, fentebb mar felvazolt két példan keresztiil azt mutatom be, ugyanezen
szereplok milyen problémakkal szembesiilnek az adott helyzetben. Annak érdekében, hogy ne
csak a sajat tapasztalataimat adjam kozre az irds keretei kozt, az egyes példak esetében konkrét
forrasokra is hivatkozok a szereplok kihivasait illetden.

Kihivasok egy 1j, mesterséges intelligencia termék bevezetésénél

Az elsd példa keretében egy kis csapat egy Ml-alapu értekezlet-Osszefoglalot készit, amely
hangot rogzit, beszédet ir le, és tOmor Osszefoglalokat €s teenddket készit. A termék kész
beszédfelismerést €s egy altalanos céli nyelvi modellt hasznal enyhe finomhangolassal. E példa
azért érdekes és gyakori, mert a legtobb startup valdjaban olyan terméket vagy szolgaltatast
kinal, amely mar l1étez6 termékek, nyilt forraskodi programok ijracsomagolasa, tjragondolasa,
vagy ezen szoftverek 01j 0sszehangolasa révén jon létre. Bar elsére ez a megkozelités nem tlinik
tul innovativnak, a valosagban egy egészen 1j termék jon 1étre, ha jol gazdalkodnak a szoftverek

adottsagaival.

2. Fejlesztoi nézopont
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Az el6z6 fejezetben bemutatott altalanos kérdéseken talmenden a fejleszté egy MI alapu
megoldas esetében mindig talalkozik az adat- és modellkorlatok kérdéskorével. igy példaul a
beszéd megértésének pontossaga az akcentusoktol, az adott szakmai teriilet szokincstdl és a
mikrofon mindségétdl fiiggden valtozik. A szolgaltatds masik pillére, az 0sszefoglaldo sem
mentes a hiba lehetdségétdl, itt a modell hallucinalhat teenddket, vagy rosszul ismerheti fel a
beszéldket (Ji et al., 2023).

A fejlesztés részeként a rendszert folyamatosan kalibralni kell, ehhez azonban egy értékelési
megoldasra is sziikség van. Az offline WER (szohibaarany) és a ROUGE/BERTScore nem
elegenddek a felhasznald 4altal észlelt hasznossag mérésére, mely az értékelés egyik
alapeszkoze. Ehelyett forgatokonyv-alapti értékelésekre, hibatipologidkra ¢és emberi
beavatkozason alapuld értékelésekre van sziikség (Breck et al., 2017). Mivel a mai megoldasok
tavol allnak a tokéletestdl sziikség van arra, hogy a felhasznald is allitani tudja a megbizhatdsagi
kiiszobértéket a szovegfelismerés tekintetében. Ennek a kommunikécioja segit a termék
megfeleld haszndlataban (Guo et al., 2017).

Tekintettel arra, hogy a feldolgozott hanganyagok minden esetben érzékeny adatokat
tartalmazhatnak, az adatbiztonsag alapkovetelmény. Epp ezért a tarolasnak és feldolgozasnak
adatminimalizalast, titkositast, hozzaférés-vezérlést ¢és megdrzési szabalyzatokat kell
alkalmaznia az adott felhasznaldsi hely szerinti — példaul GDPR - szabalyokkal ¢és az

adatvédelmi normakkal dsszhangban.

3. Vallalkozoéi nézopont

A vallalkozoéra, azaz a céget miikddtetd csapatra harul az egyensulyozas feladata. Egyfeldl a
terméket hiteles allitasokkal kell bevezetni, amelyek a tipikus koriilmények kozott varhatod
miikddést mutatjadk meg. A ,Minden jo lesz.” jellegi allitdsok rendszerint nem miikodnek.
Fontos feladat az is, hogy megteremtddjon az egyensuly a modellek képességei, azaz a
modellkartyak és az tigyfél altal elvart képességek, azaz a ,,képességkartyak™ kozott (Mitchell
etal., 2019; Gebru et al., 2021).

A piacra 1épés és az életszakaszok menedzsmentje szempontjabdl a leghasznosabb piaci
tapasztalat, hogy a korai alkalmazok toleraljdk az extrém hibdkat is, ha cserébe kordbban nem
felelhetd érteket vélnek felfedezni a termékben. Késobb mar sokkal fontosabb, hogy a termék

produktivitasa valds, valamilyen mddon mérhetd bizonyitékokat tudjon felmutatni.
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4. Befektetoi nézépont

A befektetok jo eséllyel nagyon sok mutatés demonstraciot latnak palyafutasuk soran. Epp ezért
az 6 gondolkodasuk messze tll kell mutasson ezen. A lehetdségek mellett fel kell mérniiik a
kockézatokat is. E folyamat soran a legfontosabb tényezok Kaplan et al., 2020 és Hoffmann et
al., 2022 szerint is a valos, az adatokbdl kovetkez6 elony, a termék tényleges piaci illeszkedése,

az iranyitas mindsége, a belso értékelési folyamatok mindsége €s koltség-haszon gorbe.

5. Felhasznaloi és piaci nézopont

Egy 0 termék esetében kiemelten kell figyelni arra, hogy a felhaszndlok akar kiemelt
elvarasokat is megfogalmaznak a mesterséges intelligenciat tartalmazé termékek esetében.
Ha nagy az eltérés az elvaras és a valdsag kozott, az tulzott bizalmat vagy bizalmatlansagot
okoz (Lee és See, 2004). Epp ezért a bizalmi trendek alakulasa kiemelt fontossagu egy-egy

fejlesztés jelenét és jovojét tekintve egyarant.
6. Szabalyozoi és allami nézépont

Bar egy ilyen eszkoz jellemzden alacsony kockéazata, az adatvédelmi, fogyasztovédelmi és
platformfeltételek szerinti kotelezettségek azért erre a termékre is érvényesek. Igy példaul a
NIST mesterséges intelligencia szoftverekre kidolgozott RMF és az ISO/IEC 23894 szabvany
kockazatkezelési eszkozeinek alkalmazasa erdsen javasolt. Ezen feliil szamos allam fokozottan
figyeli azt is, a termék vagy szolgaltatds marketingje nem tartalmaz-e félrevezetd allitast az MI-
t illetden.

Mint azt mar azaltaldnos részben is emlitettem, az allamok hangsulyozzdk a kkv-k
termelékenységét, mikdzben biztositjak az adatvédelmet €s a tisztességes versenyt, €pp ezért
egy jO szabdlyozdi kornyezet Osztondzheti a tervezésénél fogva megbizhatdo termékeket
(OECD, 2019).

Kihivasok meglévé termék MI-t tartalmazo tovabbfejlesztésénél

A masodik példa egy tipikus esetet mutat be. Egy kiforrott SaaS, azaz szoftver-szolgaltatas egy
olyan funkcioval boviil, amely rutinszerti tigyfél-e-maileket és 6sszefoglalokat készit a meglévo
dokumentumokbdl. Az alaptermék mar most is ligyfeleket szolgal ki, és 1étrehozott SLA-kkal
¢s auditnaplokkal rendelkezik.
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7. Fejleszt6i nézopont

A fejlesztéespat szamara a legfontosabb szempont, hogy az eredeti, determinisztikus
programrészeket teljes mértékben el tudja kiiloniteni a generativ modellek altal is befolyasolt
folyamatoktdl, mivel a két megoldas eltérd tizemeltetési és mérési modszereket kdvetel meg.
Ezzel parhuzamosan olyan védelmet is be kell iktatni, amely csdkkenti a modell hallucinécioit.
Ezt érdemes a vallalat, illetve a termék mar meglévo tartalomi tapasztalataira alapozni (Ji et al.,
2023). Az tjonnan beépiild funkciok esetében a dokumentildsnak és az adatutaknak is
vilagosnak kell lenniiik (Mitchell et al., 2019). Ez utébbi biztonsagi és adatvédelmi kritérium
is egyben.

Mint azt mar fentebb is emlitettiik, az MI hasznalata az értékelési gyakorlatot is megvaltoztatja.
Ez utobbi nem minden esetben csupdn egyszerli praktikus szempont, olykor a szabalyozoi

kornyezet is eldirja, igy egyes teriileteken a NIST megfelelés is megkoveteli.

8. Vallalkoz6i nézépont

Egy vallalkozas szamara kiemelten fontos, hogy amennyiben egy szoftvert fejlesztenek, az MI
integracidja ne egy sziikségszerli frissitésnek, hanem valddi értékteremtd beavatkozasnak
tlinjon, amely a rendszer teljesitményének érdemi novekedésével jar valamilyen értelemben.
Az 10j szolgaltatasoknak meg kell jelenniiik a felhaszndloi szerzddésben is, amelyet igy

modositani kell.

9. Befektet6i nézopont

Egy mér iizemeld szoftver esetében a befektetdi oldal szdmara minden mas piaci koriilménnyel
szemben a legfontosabb kérdés az, mit nyer €s mit veszit a valtozéassal, azaz a gyakorlatban
hany 0j tligyfél érkezik és mennyi morzsolodik le, illetve az ligyfelek Osszes koltése, azaz a

tényleges bevétel miként valtozik (Sculley et al., 2015).

10. Felhasznaloi és piaci nézépont

Mint arra Lee ¢és See, 2004 mar joval az MI kora eldtt ramutat, minden szoftver
tovabbfejlesztése soran alapvetd szempont figyelemmel kisérni a felhasznald elvarasokat és

bizalmat a valtozasokat illetden. Ezen feliil a mesterséges intelligencia esetében a technologiai
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komplexitast ugy kell megvalositani, hogy azzal a szolgéltatds hozzaférhetdsége semmilyen

értelemben sem szenvedjen csorbat (Barocas et al., 2019).

11.Szabalyozo és allami nézopont

Egy termék tovabbfejlesztése esetén a szabalyozoi és allami oldal érdekeltségében akkor 4ll be
valtozés, ha az adott teriileten dnmagaban a mesterséges intelligencia alkalmazdsa magas
kockazatuva teszi a terméket. Tipikusan ilyen teriiletek a pénziligy, az egészségiigy és a
koziigyek. Ilyenkor kiilondsen fontos szem el6tt tartani, hogy az algoritmikus auditalasi
gyakorlatok és hatasvizsgalatok segitenek a biztositéki réseket megsziintetni (Raji et al., 2020).
Egy mesterséges intelligenciat is tartalmazé szoftverbdvités esetén altalanos tanulsag, hogy egy
bevalt termék esetében a korlatozo tényezdk nem a nyers modellképességbdl fakadnak, hanem
a fegyelmezett integracio lehetdségei altal meghatirozottak. Egy ilyen folyamatnak minden
esetben tiszteletben kell tartania a meglévé megbizhatosagi szerzodéseket és megfelelési
rendszereket.

Gyakorlati itmutatd mesterséges intelligencia startupok szdmara

Néhany technoldgiai modszerrel minden startup sokat tehet a fenntarthato elvarasok érdekében:

e FEloszlas-eltolodas és torékenység: Minden betanitd adat esetében figyelembe kell
venni, hogy a teljesitmény romlik a tanitasi eloszlasokon kiviil, épp ezért a folyamatos
értékelés és adatfrissités elkeriilhetetlen és sziikséges gyakorlat (Geirhos et al., 2020).

e Megfeleld kalibracid6 ¢és szelektiv alkalmazas: A modellek tévesen kalibralt
bizonyossaga félrevezetheti a felhasznalot, épp ezért tematikus és egyéb hatarokat,
megbizhatosagi kiiszobértékeket kell bevezetni, hogy neveljiik a biztonsagot (Guo et
al., 2017; Lee és See, 2004).

e Hallucinaciok és a valdsdg: A generativ rendszerek tényeket gyarthatnak. Ezt a
problémat, illetve kockazatot a valaszok visszakereshetOsége, a korlatozott dekodolas
¢€s utdlagos 0sszehasonlitds mérsékli ugyan, de teljes mértékben soha nem sziinteti meg
(Jietal., 2023).

e Kibervédelem: Minden szolgaltatdst védeni kell a felhasznaldé rosszindulata
viselkedésével szemben. Ennek eszkOze az izolacio, a be- és kimeneti sziirés és a
hazirendek implementalasa (Biggio és Roli, 2018).

e Adatvédelem: A betanito adatok és az érzékeny adatok szivargasa folyamatos kockézat,

épp ezért az adatbiztonsagnak tervezési szemponttd kell valnia, amelynek keretében

130



minden adataramlassal és az adatpontok eredetével is tisztaban kell lenni (Carlini et al.,
2021; Gebru et al., 2021).

A Goodhart-torvény alkalmazasa: Nem szabad hagyni, hogy a mérészdmok hajszolasa
torz fejlesztési iranyokat indukaljon, ennek érdekében folyamatosan valtozatos
metrikdkat kell alkalmazni és ezeket kvalitativ feliilvizsgalattal kell ellendrizni.
Koltség—teljesitmény kompromisszumok: Noha elméleti sikon minden rendszer
egyszerii modszerekkel is konnyen skalazhatdo, a gyakorlatban a szdmitési
hatékonysagra optimalizalt tanitds és a koriiltekintd modellvalasztas hatékonyabb
modszer az egyszerl skalazasnél (Kaplan et al., 2020; Hoffmann et al., 2022).

Néhany miikodési modszerrel minden startup sokat tehet a jo belsé mitkddés érdekében:
Dokumentaci6 és atlathatosag: A modellkartyak, adatlapok, értékelési protokollok és
valtozasnaplok tamogatjak a tajékozott hasznalatot és a szabalyozoi felkésziiltséget
(Mitchell et al., 2019; Gebru et al., 2021).

Kockazatkezelési keretrendszerek: A NIST AI RMF ¢és az ISO/IEC 23894
megkonnyitik és egyszerlsitik a veszélyek azonositasat, illetve mérési,
veszélycsokkentd és monitorozasi gyakorlatokat biztositanak.

Elszdmoltathatosag és auditalds: A belso auditok, harmadik féltdl szarmazo értékelések
¢s hatasvizsgalatok megmutatjdk, mennyire képes a milkdodés és az eldrehaladés
megfelelni az elvarasoknak (Raji et al., 2020; European Union, 2024).

Emberkozponta tervezés: Az olyan egységes feliilet, amely segiti az ellendrzést, a
javitast és implementalja a fellebbezés lehetdségét is novelik a felek kozt sziikséges
bizalmat (Lee és See, 2004).

Néhany termékfejlesztési modszerrel minden startup sokat tehet a siker érdekében:

A megbizhatosagi tartomany meghatarozasa: Rogziteni kell az iizemi feltételeket,
bemeneteket, varhatdo hibamodokat.

Ertékelési keret: Kombinalni kell az offline metrikakat emberi értékeléssel, helyzet
alapu tesztekkel és un. ,,red team” tesztekkel.

Megfigyelheté miikodés: Monitorozni kell az adatmindséget, teljesitményt, biztonsagi
eseményeket és koltségeket. Implementalni kell a visszakereshetdséget ¢és az
incidenskezelést.

[géret-bizonyiték tandem: Képességkartyakat kell létrehozni mért szcenariokhoz kétve.

Az Gn. SLA-kat a fenntarthatdo miikodéshez kell igazitani.
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e Adatkezelés és a maganszféra védelme: Kezelni kell az adateredetet, megdrzést és
hozzaférést. Minimalizalni kell az érzékeny adatok hasznalatét, és be kell vezetni az
adatok felhaszndlo szintii ellendrzését.

e Iranyitasi és miikodési sztenderdek alkalmazésa: Fel kell térképezni a megfeleld
ipardgban hasznalt szabvanyokat, igy példaul NIST vagy ISO és ezeknek megfelelden
kell implementalni a miikodést, iranyitast.

e Felhasznaloi visszajelzés és kontroll: Teret kell adni kontrollnak és magyarazatoknak
az egyes teriileteknek megfeleléen. Implementalni kell a felhasznaldi visszajelzések
fogadasat és kezelését.

e Technikai fiiggdségek diverzifikdlasa: Amennyire lehetséges, keriilni kel az egy
szolgéltatohoz kotottséget; modell-utvalasztds és caching alkalmazasa a koltség,
késleltetés és mindség egyensulyara.

o Fejlodési 06sztonzok beépitése: Fontos, hogy a ndvekedési célok a megbizhato
kimenetekhez kotédjenek, ne hiusdgmetrikakhoz; figyelni kell az tn. ,,Goodhart-

hatasokat”.
Osszefoglalas

Jelen irds célja bemutatni azt a sziik mezsgyét, amely az MI-t hasznal6 startupok miikodését
tartosan jellemzi. A vallalkozasok altal épitett rendszerek valos tuddsa €s a piaci elvarasok
kozott rendszerint jelentds kiillonbség van, mely folyamatos fesziiltségek forrasa. Fegyelmezett
mérndki munkaval és valds, minél objektivebb mddszereket alkalmazo értékeléssel, valamit az
igéretek é€s az elvarasok kortltekintd menedzsmentjével, illetve az eldrelatd terméktervezéssel
a helyzet a legtobb esetben kezelhetd. Ugyanakkor a fentebb felvazolt két példa megmutatja,
hogy akér 0j eszkdzt inditunk, akar érett terméket frissitlink, a tartds bizalom akkor sziiletik, ha
az érintettek ellendrizhetik a teljesitményallitasokat, értik a korlatokat, és szamithatnak olyan
mechanizmusokra, amelyek a rendszert a megbizhatosagi tartomanyban tartjak. Am azt végsé
iizenetként fontosnak tartjuk kihangstlyozni, a megbizhato és hiteles miikodés korantsem
azonos a szolgaltatdsok tartalmanak feltétel nélkiili elfogadhatdsdgaval, mely utobbi vizsgalata

kiemelt és kulcsfontossagu minden egyes alkalmazas esetében.
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The Reliability of Smart Homes and People's Attitude Toward Them
Az okosotthonok megbizhatésaga és az emberek bizalma

Zila Zso6fia Noémi

Absztrakt

Ez az esszé az okosotthon technologiak megbizhatosagat és az emberek ezekkel kapcsolatos
véleményét vizsgalja. Az irds amellett érvel, hogy az okosotthonok megbizhatobbak, mint azt
sokan gondoljék, feltéve, hogy a felhasznalok tisztaban vannak a lehetséges kockazatokkal, és
tudjak hogyan kezeljék ezen rendszereket. A kutatds vegyes mddszertan alkalmazéasaval tortént,
beleértve egy 40 fos kérddivet és egy interjut Balogh Imrével, a ProGuard alapitojaval, azon
céllal, hogy feltérképezze az okosotthon technoldgia jelenlegi helyzetét, tapasztalatokat,
valamint a leggyakoribb aggalyokat, példaul a biztonsagot, a koltségeket és a
felhasznalhatosagot. Az essz¢é kiilonbozd tanulmanyok bevondsaval szélesebb korti ralatast
kinadl a témdra. Az eredmények azt mutatjdk, hogy bar a legtobben hallottak mar az
okosotthonokrol, és sokan hasznalnak okoseszkdzoket, tobben tovabbra is bizonytalanok azok
megbizhatosagat illetden. Ezek a kétségek elsdsorban biztonsagi aggodalmakbol fakadnak,
illetve abbol, hogy a felhasznalok nem teljesen értik, hogy miitkodnek ezen rendszerek. A
tanulmany kitér tovabba a koltséghatékonysagra, az energia-megtakaritasi lehetdségekre,
valamint a felhasznalobarat kialakitds fontossagara is. Kiemeli, hogy az okosotthonok valos
elonyoket kinalhatnak (kiilondsen a kiilonleges igényli emberek szdmara). Ugyanakkor ahhoz,
hogy ezek a rendszerek szélesebb korben megbizhatonak mindsiiljenek, elengedhetetlen a
felhasznalok jobb tajékoztatasa/tajékozottsdga és az iparag nagyobb fokusza a megbizhatdsagra

¢s a fenntarthatdsagra.
Abstract

This essay looks into how reliable smart homes really are and how people feel about them. It
aims to show that smart homes are more trustworthy than many believe, as long as users are
aware of the possible risks and know how to deal with them. Through a mixed-methods
approach (including a 40-participant questionnaire and an interview with Imre Balogh, founder
of ProGuard) the research investigates the current state of smart home technology, user
experiences, and prevailing concerns such as security, cost, and usability. The essay also
includes information from various articles and studies to give a broader view of the topic. The

results show that while most people have heard of smart homes and even use some smart
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devices, many are still unsure about their reliability, mostly due to safety concerns and not fully
understanding how these systems work. The study also discusses the cost, energy-saving
features, and the importance of user-friendly designs. It highlights that smart homes can offer
real benefits, especially for people with disabilities or special needs, but for these systems to be
fully trusted, users need better information and companies should focus more on reliability and

sustainability.

L. Introduction

Have you ever wondered about what houses will look like in the future and how technology
will change them? Technological advancements are changing the world we live in, whether we
like it or not. This change is apparent when it comes to houses, and the smart home technology
many people are using. In the media, we can see contradicting news about the reliability of
smart homes and the security they can offer, some write about scandals relating to smart homes
(Kelly, S M 2024; Riley, A 2020), while others write about how good these new inventions are
(Cericola 2022). With all this flowing information in the news, it is hard to decide which ones
to believe. In my research, I present information about smart homes and how reliable they are.
In my research I will not only focus on the reliability of current smart home technologies but
also on what people’s attitudes are toward these smart home systems. The research aims to
prove that smart homes are actually more reliable than people believe them to be, however it is
vital that the users know about the possible risks and how to resolve them. This topic will be
observed by contrasting people’s current opinion on the reliability of smart homes with

previously done research about the reliability of smart homes.

II. Methodology

There is no univocal definition for smart item and smart home, however, in the context of this
article the terminology smart item refers to devices which have the three following
characteristics: autonomy, context-awareness, and connectivity. (Silverio-Fernandez et al.
2018) In this paradigm, autonomy means that the devices can process information on their own,
and they can complete a number of tasks autonomously, without the user having to interact.
Connectivity is also key, smart devices are a part of the Internet of Things (IoT), which means
that for devices to be considered smart, they have to be able to connect to one another and
communicate with each other. Context-awareness refers to a device being able to anticipate the

next action to take based on context and based on the users’ previous preferences. (Kabir et al.
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2015) In the context of this article the term Smart home refers to properties equipped with
multiple smart appliances/devices connected by a hub, which can be controlled either from
personal smart devices (phones, tablets, laptops) or from a smart remote control. I have sent out
a questionnaire to find out currently how many people have smart homes, how many people
plan on investing in a smart home system and those who do not like smart homes, why they do
not like these technologies, and what would make them more appealing. 40 people of different
ages participated in the questionnaire, which I sent out online, to the Milestone mailing list, and
to my Facebook and Instagram acquaintances, however, I do not know specifically who filled
it out (the questions can be found at the end of the document, at appendix 1). Everyone could
participate in this research, without any previous knowledge, and most of the participants stated
that they do not have substantial knowledge about smart homes. The ages of the participants
vary between 14 and 64, so the generations Z (1997-2012) and Y (1981-1996) (Beresford
Research 2025), which are the ones of the digital age are represented, as well as the generations
born before the internet, which became more commonly used as the 1980s emerged (National
Science and Media Museum 2020). Mostly I dealt with quantitative data in my research, which
I analyzed by looking at the statistical average for each answer, the median, modus and also by
handling the answers of non-smart home owners and smart home owners separately. Afterward
I contrasted the analyzed data from the questionnaire with information from previously
published studies and articles relating to the origin of smart homes, how reliable they are and
how many people have them (the bibliography can be found at the end of the document). These
articles that I used for my secondary sources are mostly less than 10 years old, and they all deal
with different questions related to smart homes, which are the basis of this article. I have also
done an interview with Imre Balogh, the founder and director of ProGuard, and partner
company of Ajax Security Systems, focusing on smart security items, as well as other smart
home items (interview questions can be found at appendix 2). Although Imre might be biased
on the topic, I believe the opinion of someone who profoundly understands how smart homes
work is crucial to this research. In my interview I have asked him the most polemical questions
about smart homes that people currently have. At the end I will draw a conclusion about the
reliability of smart homes and whether they can really be trusted in their current state, or what

improvements can be made.

III. The History of Smart Homes and Their Current State
The first smart homes began developing in the 1970s, when the first programmable logic

controllers were manufactured, which were simple smart home devices used in, for instance,
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washing machines or elevators. Ever since then, more and more household objects have a
“smart” version of themselves, and there is no sign of this trend stopping (Smartest Home
2024).

In the 1990s the EIB (European Installation Bus), now a part of the KNX (konnex) association
was founded, which helped form the smart home market by making the companies in the
association produce devices which were able to connect to each other, even if they were
produced by different brands (Dzierzek 2013). KNX is a Belgian non-profit-oriented company
which is present in 190 countries all over the world (KNX Association n.d.). In the beginning,
the devices mainly consisted of lighting, ventilation and temperature controlling items, along
with other items in the home.

In the early 2000s the first smart houses with central control were built, and ever since more
and more smart houses have been built (Statista n.d.). Currently, smart home items can be
controlled by a hub unit, which is responsible for communicating with all the smart devices
separately, so it is enough for users to only give instructions to the hub, and the hub can forward
these instructions to the desired smart devices (Alzahrani et al. 2020). Most of the time users
can communicate with the hub via a phone application, though some hubs have their own
remote control panels.

When asked in my questionnaire, 12 out of the 40 participants were neutral to the topic of smart
homes, 11 found it interesting, 17 of them were disinterested in the topic, but all of them knew
of smart homes. 57,5% of the participants stated that they have some knowledge about smart
homes, mostly gained from the internet, such as Facebook, Tiktok or Youtube, or they have
heard some things about smart homes from their friends. 29 out of the 40 participants stated
that they have some smart items at home, the most common are smart vacuum cleaners, smart
TVs and smart lamps. 9 out of the 40 participants defined the home they live in as a smart home
(figure 1) but all of them stated that they do not have a fully equipped smart home ecosystem
(meaning that not all of their appliances and devices are smart). This shows that even though
smart devices have been around for some time, not everyone has them or knows how to use
them, and it is important to assess why some people prefer regular homes and how much an

average person knows about smart homes.
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NON-SMART HOME
VS.
SMART HOME OWNERS

SMART HOME OWNERS
9

NON-SMART HOME OWNERS
77.5%

figure 1/1. abra
Ratio of Smart Home and Non-Smart Home Owners
Okosotthonban és hagyomanyos otthonban élok aranya

Source/Forras: edited by the writer/sajat szerkesztésii

IV. User Friendliness and Reliability

When it comes to smart homes, there are different kinds of purposes they can serve, based on
the devices in them and how the residents utilize these devices and whether or not they can
serve their full purpose. In a previously done research (Gethesen et al. 2023) they state that
some homes are simply smart because it is more comfortable for its residents to have a
personalized system set up for them, without having to always look for different kinds of
remotes, having to vacuum for themselves etc. But there are devices which make houses
liveable for people with disabilities, or the elderly, and while devices which offer
personalization have a bigger target audience these healthcare smart devices might have a
bigger impact on our society in the long run. For example there are cameras, which one can set
up inside or outside the house, and they have a built-in fall sensor, which immediately calls for
help when someone in the frame falls. The use of touchscreens instead of buttons can also help
people living with disabilities, as it can be hard for some people to firmly push buttons, but they
can easily touch some part of a screen. Smart home devices can also help parents monitor their
kids while tending to errands in the house such as doing laundry or loading the dishwasher. It

is cardinal for smart home devices to be easily operable, so that everyone can learn how to use
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them, in order for these devices to actually be comfortable to its users. The overwhelming
majority (93,5%) of the participants believe that they would easily be able to learn how to use
smart home devices, with only two of them disagreeing with this fact.

When asked in the questionnaire whether or not participants think that smart homes are more
reliable than regular homes 11 out of the 40 people remained neutral, which was the most
commonly occurring answer (figure 2) Because of these functions mentioned above, it is crucial
for smart homes to be reliable in terms of consistent performance even though for most people

only their comfort depends on it, but for some, it could be their wellbeing or even their life.

“l BELIEVE SMART HOMES ARE MORE
RELIABLE THAN REGULAR HOMES”

0
1 2 3 4 5 6 7 8 9 10

(STRONGLY (STRONGLY
DISAGREE) AGREE)
NON-SMART HOME OWNERS SMART HOME OWNERS

Figure 2/2. dbra
Reliability of Homes
Az otthonok megbizhatdsaga

Source/Forras: edited by the writer/sajat szerkesztésii

No participant in the questionnaire has completely disagreed with the fact that they have heard
negative things about the reliability of smart homes, and 50% of the people said that they do
not think that smart homes are more reliable than regular homes, while 27,5% of them remained
neutral. So, smart homes are still deemed rather unreliable by many people.

When I asked Imre Balogh about his experience with the reliability of smart homes devices,
and the different things that factor into how trustable they are, he said that it is essential to buy
smart homes devices from trustable brands, and that solves most of the issues regarding the
unreliability of smart home devices. Before buying smart home items it is important to contrast
the device we want to other devices and read trustable reviews about them. It is also imperative
to note that some devices might only be available for governments and large companies, and

not for the civil society. When asked, the participants with a smart home system have stated
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that they do some research before buying new devices, however, on average, they did not agree
to the fact that they buy products only from brands that they already trust, although most of
them agreed that they do thorough research before buying a new device to make sure that they
get the most reliable one (figure 3). Buying devices from brands one is unfamiliar with is not
necessarily a problem, but it seems to be vital to do thorough research about new brands or

devices one wants to buy.

“l ALWAYS DO THOROUGH RESEARCH
BEFORE BUYING A NEW DEVICE, TO MAKE
SURE THAT | GET THE MOST RELIABLE ONE”

2

o
1 2 3 4 5 6 7 8 9 10

(STRONGLY (STRONGLY
DISAGREE) AGREE)

*THIS QUESTION WAS ONLY ASKED FROM SMART HOME OWNERS

Figure 3/3. dbra
Decision-making process
Dontéshozoi folyamat

Source/Forras: edited by the writer/sajat szerkesztésii

V. Security
“] BELIEVE SMART HOMES ARE SAFER THAN

REGULAR HOMES”

10
Home is a place where everyone 8
should feel safe and comfortable 8
according to an article about smart
home automation security (Jose and

Malekian, 2015). The main concerns 1, 3 4 85 6 7 8 9 10
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DISAGREE) AGREE)
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about smart homes that we can hear

142



about in the media are regarding the problem of security. Smart devices record information
about the users and they store them as data, which can be a privacy concern in the house (Guhr
et al. 2020). Another source points out how high the risk is for personal data being leaked, and
that the best way to prevent this from happening is the users being aware of the potential risks
and them trying to prevent these (Zielonka et al. 2021). On the other hand, they claim that smart
security cameras, smart locks and other smart security devices can be good additions to
protecting someone’s home if the residents feel comfortable with them. 14 out of the 40
participants remained neutral when they were asked if regular homes or smart homes were safer,

the rest of them were torn between the two statements (figure 4).

“l BELIEVE SMART HOMES ARE SAFER THAN
REGULAR HOMES”

2 3 4 5 6 7 8 9 10

NON-SMART HOME OWNERS SMART HOME OWNERS

Figure 4/4. abra
Safety of Homes
Az otthonok biztonsdga

Source/Forras: edited by the writer/sajat szerkesztésii

There are ways to make these smart appliances safer, like encryption standards and other
protocols that are in use, but that still does not make these devices completely safe (Jose and
Malekian 2015). Imre Balogh said that the main privacy concern with smart homes is the fact
that many devices communicate through WiFi, which means that anyone who has access to the
WiFi, or can hack the WiFi password can see all the information these smart home devices
know, and they can access these devices without users even noticing. Instead, devices should
communicate in their own encrypted language, which should be independent from WiFi or
Bluetooth, so they are immensely less likely to be hacked. This does not mean that such devices

do not have internet connection, but they only use WiFi to communicate with the user’s phone,
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and they do not use WiFi to communicate with each other. These devices can be controlled in
different ways from the phone, like an independent control panel if there is a problem with the
WiFi, so they can be activated and deactivated unrelated to WiFi connection. When asked about
security concerns in the smart homes, none of the participants listed this as an issue that they
know about or are concerned about.

The same problem occurs with robotic vacuum cleaners, which know way too much
information about one’s home for them to be completely considered safe, especially if they are
working on the home’s WiFi. In order for smart vacuum cleaners to work, they need to have a
complete layout of one’s home, including doors and windows, which poses a threat for burglary.
The European Union has the General Data Protection Regulation (GDPR) to help control the
information we can use and store about other people (Guhr et al. 2020) but these regulations
often lack updates, and are usually not specific enough. In a research done on the GDPR
compliance of smart homes experts argue about whether smart home items actually meet the
GDPR standards, (Piasecki 2023) by which users have to receive disclosure of the
product/service that they are going to use (this text has to be easy to understand for vulnerable
users, as well). Some of the experts are saying that while users of smart home devices usually
receive some sort of information about the product, these disclosures are often not detailed
enough or are difficult for laymen to understand. Receiving easily understandable information
about purchased smart devices is crucial in order to understand their risks and what to do to
reduce these. In my questionnaire, more than half of the people agreed that they feel like they
are being listened to when they are surrounded by items equipped with microphones such as
laptops or speakers with virtual assistants, and the people who have smart home items have
actually on average strongly disagreed with the fact that they have a voice assistant who is
always on standby. This makes sense because in order for voice assistants to work, they need
to be listening to you all of the time, and even if they do not necessarily have a recording of
you, they can store data that they learn about you even if they are not being talked to. (Clauser
2019) The data that these devices store can help you see ads and content that are more relevant
to you and many more things that can make your online presence more personalized, but it is a
personal choice between privacy and comfortability one has to make. 66,7% of the smart-home
owner participants also stated that they feel more secure in their home than they previously did
in their regular homes. This can be due to many factors but this illustrates perfectly how people
can feel secure in smart homes if they are setting boundaries for these devices and making the
devices suit their needs instead of just going with the basic setting of these devices. The

environment in which one feels secure differs for people. That is exactly the reason why it is
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highly important for users to understand how their devices work and be able to configure them,

in order to fit their personal needs.

VI. Cost and Energy Saving

When asked in the questionnaire, 16 out of the 31 people replied that they do not have smart
homes because they are too expensive to install, although on average the participants do not
believe that the upkeep of smart homes is more than the upkeep of regular homes. Many things
factor into the price of home automation, including the size of the home, the quality of the
devices, the types of devices one desires and whether or not they can install it themselves or
they need to call someone to install it for them. (Today’s Homeowner 2023) These smart home
devices are usually investments which will make life cheaper in the long term, but more
expensive in the short term. According to a statistic done by the New York Times, LED light
bulbs (which all smart lights are) use 75% less energy than lamps did 25 years ago, not to
mention the dimming function which can help save an additional 40% of energy (Cericola
2019). However, not all smart home items are good for saving energy. A comparative research
done on the contrast of energy efficient and regular smart home items showed an average of
10-15% decrease in the energy consumption of smart washing machines, smart ovens and smart
refrigerators (Malysheva et al. 2024). Even the devices that are not specifically energy efficient
have eco programmes, which help save energy as well as water in some cases.

Another factor that plays a role in the expenses of a smart home is the servicing of these items,
about which there is some speculation, since people started noticing that newer electric devices
of all sorts need replacing much sooner than they did decades ago, which can be a marketing
technique companies use, but there is no solid evidence for that. In 2018 HOP/Stop Planned
Obsolescence, a French organization (Local Futures 2020) filed a legal complaint against Apple
claiming that Apple makes its devices slower on purpose, so that people will need to replace
their devices sooner and buy new ones (The Guardian 2018). While these lawsuits do not prove
that all tech companies make their devices less durable than they could be on purpose, the fact
that these cases were so strong that they could be taken to court emphasises the importance of
this question in today’s world. If allegations such as these prove to be true, they bring up the
question whether or not these energy saving functions of new smart home devices are worth it
in terms of costs and being environmentally friendly, as well. In the interview with Imre Balogh
he said that there is a group of people who install smart home appliances for energy saving

purposes but comfort is the main reason there is a demand for smart home appliances, not
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energy and money saving. In the light of all this it seems that while it is physically possible to
make smart home devices more energy friendly than traditional home appliances, that might
not be the current focus of the companies that manufacture them, which does not make them

outstanding when it comes to being cost effective and environmentally friendly.

VII. Discussion

Overall smart home systems can be a great way to improve comfortability and personalization
in the home, and there is definitely a future for them if people are open enough to learn more
about them. Results from the questionnaire show that 72,5% of people already have smart items
at home, and 38,7% current non-smart home owners are thinking about investing in a smart
home. With the solutions smart homes offer to a variety of problems they are bound to become
even more popular in the future. Right now, only 22,5% of participants think that smart homes
are more reliable than regular homes, however, the reasons which they justified their concerns
with are scientifically not valid concerns, or are concerns that could be solved easily. For smart
homes to become more reliable users need to educate themselves about what that reliability
would look like and what they can do in order to achieve it. The biggest risks of smart homes
like being hacked and unable to control your devices stem from people not actually
understanding what precautions they need to take to prevent these accidents from happening.
Most of the previously mentioned issues can be solved by buying devices from trustable brands
and doing some research about them. Needless to say, it is also crucial for these devices to be
up to a standard that all smart devices need to be in order for them to be available on the market.
Smart homes can offer great solutions for people living with disabilities or some sort of physical
limitations. Fall detection cameras, and health monitoring devices can save lives if used
correctly, however, for users to only rely on them instead of caregivers, improvements need to
be made. I truly believe that with the investment of time and resources smart homes will be the
future of living, and they will make life quality better for everyone. The biggest function that
needs improvement is the energy saving possibilities smart items offer. Most of them have some
eco-friendly setting but it would be more beneficial if they were programmed eco friendly from
the start, instead of users having to configure the devices themselves. Based on the articles I
read, the research I conducted and the interview I had done, I found that people are still quite
confused about what smart homes are, and how they work, and therefore it is crucial to raise

awareness, but hopefully if smart homes become more normalized and common in the future,
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people will understand them more, the same way it was with many innovations throughout

history.

VIII. Conclusion

This research’s objective has been to represent current opinions of different people about smart
homes, along with an interview with Imre Balogh, expert in smart home systems and founder
and director of ProGuard. The article aims to prove that smart homes are actually more reliable
than people believe them to be, but only if the users know about the possible risks and how to
resolve them. The interview with Imre Balogh justifies this hypothesis, as well as some answers
in the questionnaire, although not all the participants' answers demonstrate clear understanding
of how smart homes work and what threats they pose.

In conclusion, smart home systems can offer solutions to many problems and with technology
improving, they might be able to solve many more problems that they cannot today. The world
is constantly changing, and we as a society have to change with it, in order to not get stuck in
one place, and smart homes will be a part of the future, whether we like it or not, so why not

work on improving them?
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Appendix 1: Questionnaire

Questions
2.

What is your age?

Under 18

18-24

25-34

35-44

45-54

55-64

65+

Disclaimer

If you have your own apartment/house, please fill this questionnaire out according to
that. If you do not have your own apartment/house yet, please imagine what you would

do if you did have your own apartment/house, and make decisions based on that.

3. I am interested in the topic of smart homes (reading articles, watching videos about
it).

1-10 (strongly disagree-strongly agree)

4. If you do have some knowledge about smart homes, how did you gain it? Do you

think that source is reliable? (newspaper, TikTok, friends?)

5. I understand how smart homes work.

1-10 (strongly disagree-strongly agree)

6. I have heard negative things about the reliability of smart homes.

1-10 (strongly disagree-strongly agree)

7. I believe smart homes offer more comfort than regular homes, but have no significant

advantages.

149



1-10 (strongly disagree-strongly agree)

8. I believe smart homes offer other things beyond comfortability and personalization.

1-10 (strongly disagree-strongly agree)

9. I believe smart homes are safer than regular homes.

1-10 (strongly disagree-strongly agree)

10. I believe smart homes are more reliable than regular homes.

1-10 (strongly disagree-strongly agree)

11. I believe the upkeep of smart homes requires more time than the upkeep of regular
homes.

1-10 (strongly disagree-strongly agree)

12. I believe that in cca. 30 years the vast majority of the population will live in smart
homes.

1-10 (strongly disagree-strongly agree)

13. T have items in my home which are “smart” (e.g. light bulbs, TV, kitchen appliances,
vacuum cleaner, etc.)

1-10 (strongly disagree-strongly agree)

14. T have a full smart home ecosystem.

1-10 (strongly disagree-strongly agree)

15. Please list a few “smart” items you have at home:

16. In simpler terms: Do you have a smart home system?
Yes

(Continue at question 27.)

No

(Continue at question 17.)
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Questions for people who DO NOT have a smart home system

17. T am considering investing in a smart home system.

1-10 (strongly disagree-strongly agree)

18. I would invest in a smart home system, but I do not have enough knowledge about
them.

1-10 (strongly disagree-strongly agree)

19. I would invest in a smart home system, but it is too expensive.

1-10 (strongly disagree-strongly agree)

20. I think I would easily be able to learn how to use smart home devices.

1-10 (strongly disagree-strongly agree)

21. I would invest in a smart home system, but I do not think the technology is reliable
enough yet.
1-10 (strongly disagree-strongly agree)

22. 1 feel like I am being listened to when I am surrounded by smart devices with
microphones (e.g. smartphones, laptops, speakers with virtual assistants)

1-10 (strongly disagree-strongly agree)

23. I would invest in a smart home system, but I have concerns about privacy in a smart
home.

1-10 (strongly disagree-strongly agree)
24. 1 fear that if I had smart appliances they would require more servicing than non-
smart appliances.

1-10 (strongly disagree-strongly agree)

25. I usually have a hard time trusting new technologies.

1-10 (strongly disagree-strongly agree)
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26. Other reason for not wanting a smart home system:

Questions for people who DO have a smart home system

27. How long have you had a smart home system?

less than 1 year
1-2 years

3-5 years

5-10 years

10+ years

28. The “smartness” of the home has caused me problems before.

1-10 (strongly disagree-strongly agree)

29. I have a smart home for accessibility reasons (touchscreens instead of buttons,
healthcare devices)

1-10 (strongly disagree-strongly agree)

30. I always do thorough research before buying a new device, to make sure that I get
the most reliable one.

1-10 (strongly disagree-strongly agree)

31. There are certain brands that I trust, and I only buy devices from them.

1-10 (strongly disagree-strongly agree)

32. I have a voice assistant who is always turned on/on standby (e.g. Alexa, Google
Assistant)

1-10 (strongly disagree-strongly agree)
33. I feel more secure in my home than how I felt before installing the smart home

system.

1-10 (strongly disagree-strongly agree)
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34. My smart appliances require more servicing than the non-smart appliances I had
before them.

1-10 (strongly disagree-strongly agree)

35. I trust the service of a smart home device more than I trust the service of another
person.

1-10 (strongly disagree-strongly agree)

36. I trust smart appliances so much, that I have had some kind of employee’s service
replaced with a smart technology (either occasional or regular employee, such as
gardener, cleaner, repairperson)

1-10 (strongly disagree-strongly agree)
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Appendix 2: Interview Questions

- What is the biggest security concern related to smart home devices?

- How can smart home devices be more secure and reliable?

- What can smart home companies do to ensure this safety?

- Is there any kind of regulation which states that smart home devices need to be able to
be controlled manually, even if only to turn them off?

- Why do most people buy smart home items, are they mainly used for comfort?

- In what way are smart homes different from regular homes when it comes to energy
saving and cost?

- Do new buildings have smart home systems installed in them right away, have you seen

that concept in Hungary? (apartment complexes and such)
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MELLEKLET

A konferenciakdtet gerincét a tudomanyos igényti, lektoralt tanulmanyok adjak, amelyek a
rendezvény tematikdjahoz kapcsolddd kutatasi eredményeket, elméleti kereteket ¢és
modszertani megfontoldsokat rogzitik. A jelen melléklet ezzel parhuzamosan olyan, a
konferencia szakmai vilagahoz szorosan illeszkedo irdsokat tartalmaz, amelyek eltéré miifaji és
kidolgozottsagi logikaval késziiltek. E szovegek egy része nem klasszikus tanulmanyként,
hanem inkdbb dokumentalo, reflexiv vagy gyakorlati fokuszi kozlésként értelmezhetd: céljuk
nem egy teljes korli kutatasi appardtussal alatdmasztott érvelés felépitése, hanem egy adott
megkozelités, tapasztalat vagy szakmai allaspont rovid, hozzaférhetd 6sszefoglalésa.

A szerkesztoség a melléklet kozreadasaval azt kivanja jelezni, hogy a konferencia tudomanyos
értekét nem kizarolag a tanulmany-formatumu kozlések adjak, hanem az a szakmai parbeszéd
is, amelyben a kiillonbozd miifaji megszolalasok egymast kiegészitik. A mellékletben szerepld
irasok igy a kotet egészéhez kapcsolddo kontextust bovitik: betekintést adnak a témahoz kotddo
alkalmazott szemléletekbe, a gyakorlati kovetkeztetésekbe, illetve a konferencia diskurzusanak
egyes hangsulyaira. Kozlésiik célja a szakmai teljesség megdrzése és az eltérd nézdpontok
dokumentélasa, mikdzben a kotet tudomanyos torzsanyagéatol elkiiloniilten, mellékletként

jelennek meg.
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A hitelesség és bizalom helyreallitasa a mai tarsadalomban

Pintér Gabor Attila?’

Nagyon sok egyetemi, tudoméanyos hatterti eradast fognak hallani, és oriiliink, hogy ennek mi
is részesei lehetiink, ezzel is ezeket a gondolatokat népszertsithetjiik egyiitt. Amit mindenképp
kiemelnék, hogy itt tobbszor felmeriilt mar az eléttem sz6ldkban is, hogy a bizalom a f6 téménk
ma, €s én arra probalok majd Gtmutatdt adni, hogy hogyan lehet helyreéllitani, és mit kell
tenniink ahhoz, hogy képben maradjunk ugymond, és hogy megfeleljiink ennek az uj
kihivasnak. Ami mar tulajdonképpen nem is annyira 0j, mert mar az 6tvenes €vek oOta veliink
van, de mint forradalom, ez most ért el minket technoldgiaban, és nyilvan minden ilyennél
bizonyos kérdések felmeriilnek. Nagyon roviden, a kiildetésiink a Mind Mate-ben a digitalis
transzformécio, a mesterséges intelligencia, a fenntarthatosag, a KKV fejlesztés és ezekkel
kapcsolatos témaknak a kibeszélése, kiilonb6zd forumoknak a szervezése, rendezvények
szervezése €s egyeztetése. Minden ilyen hasznos lehet abban, hogy aztan valamilyen konklizid
tudjon keletkezni, és akar a véleményeknek az {itkoztetésével, akar a kiilonb6z6 nézépontoknak
az Osszehangolasaval, szinergidjaval valami ujat sikeriiljon kihozni.

Reméljiik, hogy ez a mai nap is egy ilyen nap lesz, hogy itt a sok eléad6 zanzasitott tudasa
végiil is, akar itt a helyszinen 1évdket, akér az online térben kovetdket elégedettséggel tolti el,
és tudunk ebbdl kozdsen is épitkezni. Uzletileg nagyon rdviden nekem 16 év IBM-es hatterem
van, amit kiemelnék az a Solution Design Center of Excellence-nek a vezetése 15 orszagra
vonatkozoan, ahol minden fajta komplex megoldasokat raktunk Ossze a csapatunkkal. Tobbek
kozott mar akkor is Al alapu megoldasok is voltak benne, illetve most a mérndk és IT
dimenzidkat segitem 6sszekapcsolni a BEKO Engineering-ben, mint iizletfejleszto.

Nagyon sok informécid keletkezik, nagyon sok téma ¢€s konyv, kiilonb6z6 forum foglalkozik a
mesterséges intelligenciaval, és mar-mar ez annyira sok és annyira elharapddzo, hogy nagyon
nehéz ebben igazan kovetni, hogy mire is figyeljiink, mik azok a teriiletek, amik igazan
fontosak, mik azok a valtozasok, amiket igazdn kezelnilink kell, és hol is fogja érinteni az
¢letiinket a mesterséges intelligencia. Akar technoldgiai, akar huméan szampontokat fel lehet

eleveniteni, akar az életlinkre, akar a munkavilagara vonatkozé hatasat, vagy a szocialis-

27 Mind Mate Inspiraci6 Egyesiilet elnoke és Thinkers360 Thought Leader. 25+ éve van az IT tanacsadas,
stratégiatervezes, megoldastervezés, lizletfejlesztés vilagaban, a hazai és nemzetkdzi tudas 6sszekapcsolasaban.
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tarsadalmi szdmpontokat lehet nézni, tehat nagyon sokféle megkozelitésbdl elemezziik ezt.
Szerencsére ehhez vannak inputok, ami egyben ez komplexitast is jelent, s ez noveli azt a fajta
bizalmatlansagot, bizonytalansagot, hogy most akkor mit is tekintsiink relevans informacionak,
¢s hogyan is lehet ebbdl valamilyen lesziirt teriiletet, leszlirt konzekvenciat kiszlrni.

A média kommunikacio, a kozosségeknek a hatdsa, a generaciok kozotti egyiittmiikodések
azok, amiket mindenképp szeretném kiemelni, hiszen még mi ugy szocializalédtunk 20-30
évvel ezeldtt, hogy azért volt egy egymadsra épiilés, és tényleg a tanar-didk viszony még egy
meghatarozo viszony volt az €letiinkben, abbol a szempontbo6l, hogy a tudas, meg a kiilvilagnak
az arculata a szilil6kon, meg a tandrokon keresztiil jutott el hozzank. A mai generacionak mar
annyi inputja €s annyi féle csatorndja van, amiben tényleg nagyon nehéz ezt biztositani, hogy
hiteles arcokat, hiteles forrasokat kapjanak, ¢és az érzddik a tarsadalomban sok felmérés és
visszajelzés szerint, hogy kiégettek a kiilonb6z6 munkavallalok, a fiatalok is egyre inkabb a
kozosségi térben probalnak kapcsolodni és Gjratervezni magukat. Tehat nagyon-nagyon sok
probléma felmeriil, amiatt, hogy felgyorsult a vilagunk.

De mit lehet tenni? Egyrészt van egy informacié domping. Vannak olyan kimutatasok, hogy
évente megduplazddik az informacid, tehat minden évben annyi informéciok keletkezik, mint
a korébbi években Osszesen, €s ezt mar az emberi elme is képtelen befogadni alapvetden, és
ennyiféle csatornan, ennyiféle témaban sziirés nélkiil operalni. Ehhez nyilvan segitséget
jelenthetnek ilyen mesterséges intelligencia jellegli eldsziirések, vagy eléfeldolgozo kis
egységek, de itt megint el6jon a hitelességi kérdés, hogy akkor tudjuk-e, hogy miket
alkalmazzunk. Ahogy Andrea is megfogalmazta az a legérdekesebb, hogy mire, milyen eszkozt
tudunk hasznalni, ami tényleg segitségiinkre van, és ami nem méginkabb bonyolultabba teszi
az ¢€letlinket. A masik, hogy most mar mindenki influenszer lett, tehat mindenki a kozdsségi
médidban osztja meg a gondolatait, mindenki elmondhatja a véleményét, ami egyrészt megint
csak nagyon jo, mert a vélemény szabadsagot erdsiti. Bar a szoldsszabadsagnak én érzem a
korlatait, mert az etikai hatéarait be kellene tartanunk, illetve a masoknak a megbantésat is el
kell keriilnlink. Tehat inkabb csak maradjunk a vélemény szabadsagnal, mert a szoldszabadsag
egy sokkal erdsebb fogalom szerintem. De mindenki influenszer, és hogyha 8 millidrdan
vagyunk a bolygdn, abbol biztos, hogy most mar 1 milliardan font vagyunk legalabb a neten,
ha nem tobben, lehet, hogy mar 4 milliard kozeli ez a szam. Es a mésik, hogy vannak kiilonféle
algoritmusok, amik segitenek épiteni a vildgunkat, de ez egyben rd is szorit minket, hogy egyre
inkabb virtualis vilagga és virtualis térbe tessziik at a kommunikaciot. Itt szintén elhangzott egy
el6z6 eléadasban, hogy 80 szdzalékat a valodi informécionak az érzelmi toltet, meg a személyes

tapasztalat tudja adni, és hogyha ezt kivessziik az egészbdl, akkor nagyon-nagyon elsilanyul az
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a tartalom, meg az a hozzaadott érték, amit egyébként egy személyes kommunikacié vagy egy
bizalmi kommunikéacié tud nyujtani. Azokrol az egylittmiikodésekrdl beszélek, ahol a
generaciok kozotti szakadék is megneheziti a kommunikécioét és az iskolai szerepek is
megvaltoztak, hiszen most mar egy olyan vilagra kell felkésziteni a fiatalokat, ami sokkal szerte
agazobb, mint a mi korunkban. Nem csak egy szerepre, egy munkakorre, hanem egy folyamatos
tanuldsra kell tulajdonképpen felkésziteni, egy folyamatos tudasépitésre kell felépiteni a
fiatalokat, és ez még nagyobb kihivas, mint korabban.

De hogyan lehet ezt megtenni? Ehhez foglaltam 0Ossze par gondolatot. Az egyik, amit
mindenképp javasolnék az eddigi tapasztalatok alapjan, hogy bizonyos keretrendszereket meg
kell tartanunk. Ez azért is kell, hogy ugyanazt a nyelvet tudjuk beszélni, illetve, hogy
tomegesiteni tudjuk az adott témaban fennalld, vagy abban a témaban informacioval rendelkezd
teriileteket. Példaul manapsag mindenki hallott az ESG teriiletrdl, tehat az Environmental
Social Governance szemléletekrdl, mint egy ilyen Osszefogé teriilet. De ugyanilyen a SDG
célok, ugye a fenntarthatésagi témakban, az a Sustainability Development Goal-ok,
fenntarthatd fejlddési céljai. Illetve ilyen a CSR mint teriilet, azaz a Corporate Social
Responsibility feleldsségvallalas, aminek most mar ISO szabvdnya van. Nagyon sok ilyen
madszertani, kivalosagi, vagy mindségbiztositasi elem az ujfajta keretrendszerekben testesiil
meg. De a mesterséges intelligenciara is vannak most mar 0j szabalyozasok, 1 etikai elvarasok,
torvények, tehat ezeket is mindenképp figyelemmel kell kisérniink, és ezekben a
keretrendszerekben kell megtalalnunk a megoldasokat, meg az egyéni sikerességiinket, az
egyéni életfilozofiankat, legyen az akar a kreativ oldalunk, a kommunikacios oldalunk vagy a
hétkdznapi kikapcsolodasi oldalunk. A masik, amit mindenképp szeretnék kiemelni, az az, hogy
muszdj, hogy kozdsséget épitsiink, mert egy-egy embert mar meghalad a tudastertilet, illetve a
komplexitas, sot, akar a mesterséges intelligencia maga is, ami 2030 és 2050 kozott mar at fogja
1épni azt a szintet, ami az a szingularitdsi pont, amit Imre emlitett, hogy mar okosabb lesz egy
atlagos embernél maga a mesterséges intelligencia. Tulajdonképpen ezt csak gy tudjuk
feldolgozni, hogyha Osszetartunk ¢s kézosségben gondolkozunk, ahol ez a Nash-egyensuly
érvényesiil. John Nash egy hires kdzgazdasz, matematikus volt, akinek van egy olyan elmélete,
hogy az egyéni és a kozosségi érdekeket egyszerre kell érvényesiteni, ami a legsikeresebb
stratégia. En ugyanezt probalom népszertisiteni itt a mostani vilagunkkal kapcsolatban, hogy
szerintem tarsadalmi szempontbol is az a legcélravezetobb, hogyha a k6zosségi érdekeket
Osszekapcsoljuk. Most mar nem véletlen, hogy mindenki 6koszisztémaépitésrol beszél, ahol a
kiilonbozé felek partnernek tekintik egymast, és mar nem csak iligyfél meg partner

viszonylatban, hanem a munkavéllalok, a kiilonboz6 érdekelt felek, amik nagyon sokrétiiek
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lehetnek, ezek mind-mind az 6koszisztémanak a részei tudnak lenni. Egyben kell az értéklancot
nézniink és ahhoz illeszkedniink, ami megint csak azt mondom, hogy persze nehezebb egy picit,
viszont, hogyha ez meg tud torténni, akkor viszont ott van egy Osszetartds és nyer-nyer
helyzeteket tudunk kialakitani. Igy a kozos fejlodés, a folyamatos fejlédés, sokkal
biztonsagosabb és megbizhatobb tud lenni. frtam nemrégiben egy olyan cikket is, hogy (G)ép-
testben, (G)ép-lélek, ahol a G zardjaban van, asszocidlva az ép-tesben, ép-1¢lek szolasra, mert
ma még a mesterséges intelligencia nem rendelkezik érzelmi toltettel. Szimuldlni most mar
egyébként tudja azt, tehat hogyha valaki beszélget mondjuk egy ilyen Al forumon egy
mesterséges intelligencia egységgel, akkor szimuldlja az érzelmeket, €s teljesen meggy6z06 tud
lenni, de valdjaban ezek a mi sajat érzelmeink, amiket visszatiikr6z nekiink, vagy amikre
rakapcsolddik. Itt fontos lenne az, hogy mi megtartsuk a valds emberek kozotti kapcsolodast is,
mert elég természetes, hogy tudatosan megtanuljuk hasznalni a technoldgiat, de a technologia
viszont sziikséges ahhoz, hogy ezt az ipari forradalmat megfelelden tudjuk kordéaba tartani.

A masik fontos dolog a folyamatos tanulasnak a biztositasa. Itt van egy olyan rendszer, ami a
kiilonb6z6 képességeknek az Gjragondolasat segiti, a velesziiletett adottsagok, a fejleszthetd
képességek, megszerezhetd készségek, alkalmazhatd jartassagok, vagy a tudomanyos és
nemzetkozi fejlesztdi, kutatéi mesterség szintekre lehet gondolni. Ezeknek mind kiilon
jellemz6i vannak. Amikor a képességfejlesztésrdl beszéliink, akkor ilyen arnyalatokban
érdemes végig gondolni, hogy mit is fejlesztiink, és mire készitjiik fel magunkat. Nyilvan,
amikor egy jartassagot épitlink, az egy uUjrahasznosithaté és egy varatlan helyzetben is
segitségiinkre jovo képesség, de egy adottsdg vagy egy tehetség, az meg leginkabb egy
magunkkal hozott teriilet, és ezeket is lehet bizonyos szdmpontbol lehet készséggeé vagy
keépesseégge fejleszteni, de ezek sok gyakorlattal vihetok tovabb. Itt fontos, hogy ezt a tanulas-
tanulasi képességet didaktikdnak hivjuk és ez a didaktikai tudas Osszekapcsolt legyen az
innovaciés képességiinkkel. En egyébként erre még 2014-ben egy miinyilvantartisba vétellel
egy ilyen keretrendszert meg tudtam fogalmazni, ahol ezek 6sszekapcsolhatok egy egységes
rendszerbe €s igy a folyamatos tanulas, illetve a folyamatos megujulas az kézzel foghatova tud
valni. Ugyhogy reméljiik, hogy ebben is tudunk egyiittmiikodni itt a hallgatosaggal, illetve a
késébbiekben masokkal. A masik fontos dolog, hogy hitelesnek kell lenni a kommunikacidban.
En azt vallom, hogy a hitelesség az tulajdonképpen harom oldalrél latszik biztositottnak. Az
egyik, hogy logosz legyen, tehat a logikai 6sszefliggések rendben legyenek ¢€s valid legyen az
az informdacio, amibdl épitkeziink. A maésik az étosz, mint érzelmi toltet, hogy elhivatottak
legyiink abban, amit mondunk, és bizzunk is benne, illetve hittel szolgaljuk az informaciot. A

patosz az meg a torténelmi, historikus voltara utal, hogy nyilvan az se baj, hogyha a korabbi
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informaciokra alapozva hozunk és alkotunk twjat és egy megbizhatd alapra tessziik a
gondolatunkat, illetve egy kicsit a kiildetéstudat is benne van, hogy valamit elére akarjunk vinni
¢s megvaltoztatni a jo iranyaba.

Ugyhogy ma egyszerre hoztam nektek ezt a négyfajta képességet, ami a tarsadalmi
képességeknek a két szintje a kozdssegépités €s a keretrendszerek épitése, illetve a tanulési
képességekbdl, a rendszerezés, illetve az innovacios képességeknek a fejlesztése. Mi ezekben
tudunk segiteni és partnerek lenni alapvetden mentorainkkal. A jovotudatos gondolkodas, a mi
megfogalmazasunkban, még kiillonbozo aldefiniciokat is jelent, akar az egyéni képességekre,
vagy a sejt szinten tOrténd Osszekapcsoloddsokra gondolva. Ez az az egylittmiikddés a
jovotudatos tarsadalom iranti kezdeményezésiinkre, amit 2023 augusztusdban, Magvetd napon
inditottunk el és szeretnénk egyszerre a kornyezetiinkre, az életk6zosségiinkre, a tarsadalmi
nevelésre, illetve a sikerességre és a tarsadalmat egylitt épitd kdzos eredményekre alapozni.
Ugyhogy, a mi szempontunkbol a hitelesség az ezekbdl épitkezik, és Snoknek is, szamotokra is
azt javaslom, hogy ezt keressiikk a kozeljovo iddszakaban, mert akkor itt a mesterséges
intelligencia okozta valtozasokra is meg tudunk felelni.

K6sz6ndm szépen a figyelmet!
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Digitalis allampolgarra valni nem kell félnetek jo lesz

Alfoldi Istvan?®

El6szor is - én is egy kézfeltartas kéréssel kezdeném: Kinek van digitalis allampolgarsaga, tegye
fel a kezét! J6 hir ez a sok feltartott kéz. Ez egy projekt a Digitalis Magyarorszag Ugynokség
(DMU) vezetésével és szamos majd itt elhangzo eréforrds bevondsaval, amelynek az
elokészitése 2023-ban kezdddott. Mostanra kortilbeliil kétmillio digitalis allampolgar van, de
ezek koziil valoban hasznaldja ennek a lehetdségnek néhany szazezer. Az elképzelés ugy szol,
hogy 2026 végére teljeskoriien kiszélesedik a felhasznalasi lehetdség, a kérdés csak az, hogy
vajon mennyien €s milyen modon fogjak tudni hasznalni, illetve, hogy el tudjuk-e donteni akar
itt, akar ennél sokkal szélesebb korben, hogy hova tegyiik a vesszét. En tudom, hogy hova kell
tenni a vesszOt, a mostani eléadas is azt probalja megerdsiteni, hogy ebben kozds allaspontunk

legyen, és minél szélesebb korben terjedjen.

Jové héten az Infoparlamentnek is kiemelt témdja lesz a digitalis allampolgarsag.
Regisztraltam, ott leszek, és az eredményt érdemes lesz majd figyelni. Miutén itt a konferencia
cime a Mesterséges Intelligenciaval kapcsolatos, igy gondoltam, hogy tényleg arrdl is kéne
néhany sz6t mondani, de az el6z6 eléadasokban mar annyi fontos gondolat elhangzott ezzel a
témaval kapcsolatban, hogy én csak egyet tudok hozzatenni. Megkértem a Chat GPT-t, hogy
foglalja Gssze, hogy szerinte mire j6 a Mesterséges Intelligencia, és kivételesen éppen 12
pontban foglalta 6ssze. Megnyugtatasul mondom, nem fogom felolvasni a 12 pontot. Van
néhany nagyon fontos pont, de azt gondoltam, hogy miutan az is elhangzott, hogy meglesznek
osztva a prezentdciok, szerintem érdekes €és értelmes végig nézni. Amit én mindenképpen

kiemelenddnek tartok, hogy az MI az emberiség szolgalataba alljon-ez az els6 pont-, a harmas

28 Alfoldi Istvan, a Mind Mate Inspiracio Egyesiilet alelndke.
MMI Egyesiilet, villamosmérnok, mérndk-tanar, mérnok-kozgazdasz

Nagy, orszagos projektek és témak vezetdje. Motto: ,,MI-RE KESZULSZ?!”
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pont azt mondja, hogy mindenki szdmara legyen hozzaférhetd a Mesterséges Intelligencia, €s
kiemelem a 12. pontot, amely azt hangsulyozza, hogy a Mesterséges Intelligencia nem cél,
hanem eszkdz. (A tobbit mindenki olvassa majd el, és szdndékosan nem Al-t mondtam. Mert
az Al, hat az az én monogramom. :-) )

A cimadasrol: a Gertrudis kiralynével kapcsolatban elhangzottak késztettek erre, (€s ez nem az
elsd eset, mert mar egyszer tartottam eldadast a Mesterséges Intelligenciat megismernetek, nem
kell félnetek, j6 lesz cimmel, ugyhogy sajat magamat masoltam). Azt gondolom, hogy a kérdést
azért kell feltenni, és azért kell jo helyre tenni a vesszot, mert ez egy olyan projekt, amivel
kapcsolatban még el sem kezdddott, de mar olyan mértékii a fiistolgés koriildtte a majd
lehallgatnak, majd megismernek, vagy az Osszes adatomat megismerik, meg minden
maganéletem kutba esik, .... Csak azt felejtették el ezek és akik még ezt most is mondjak, hogy
gyakorlatilag tiz évvel, hlisz évvel, harminc évvel ezel6tt is mindent tudtak rélunk, tehat ilyen
értelemben ennek a dolognak nincs sok jelentdsége. Kiillondsen akkor nem, hogyha vildgossa
valik, hogy a DAP-pal mi mindent lehet konnyebbé, egyszeriibbé, magatol érthetébbé tenni az
¢letlinkben. Tehat ugye itt elhangzott, hogy vannak okosotthonok, elhangzott, hogy mi minden
elénye lehet a mesterséges intelligencianak. Hogyha belegondolok abba, hogy egy
kormanyablaknal mennyi ideig kellett sorba allni , és milyen bonyolult, specialis intelligenciat
1gényld megoldasokra volt szlikség ahhoz, hogy ezeket az ligyeket az ember el tudja intézni...
Vagy, ha csak arra gondolok, hogy a napi sajtdé mennyire felkapta az ligyfélkapu plusz
bevezetését, ezzel szemben, ha digitalis allampolgéar vagyok, akkor egy QR-kod beolvasassal
pillanatok alatt mindent el tudok érni, pillanatok alatt bejutok az tigyfélkapumba. Na és akkor
most valaki folteszi a kérdést, jo, de hat hany embernek nincs tigyfélkapuja, mert semmi
szliksége nincsen ra a kilenc és félmillié6 magyar emberbdl. De - még ha ritkan is - ligyeket
nekik is kell intézniiik.

Nagyon nagy érdeklddéssel hallgattam az oktatassal kapcsolatos nagyon jo eldadasokat. Itt nem
hagyomanyos oktatasrol, hanem evangelizaciorol, edukaciorol van szo, itt arrdl van szo, hogy
millidkat kell meggydzni €s a téma baratjava, egyiittmiikoddjévé tenni olyan formaban, hogy
ez szamukra is érthetd és vildgos legyen. De ennyi embert nyilvan nem iskolaban - persze ott
is lehet -nem Tilos, de nem iskolai képzéssel, és nem tanfolyamokkal kell a DAP hasznélatara
felkésziteni, és a vessz6 megfeleld helyére tevésének elkotelezettjéveé tenni. Ugye hat jaték a
betiikkel, de lehet latni, hogy a DAP-ot még meg is fordithattam: Pakolj At Digitalisra! Szoval
a DAP els6sorban arrél szol, hogy mi mindent tud, miért tudja, hogy tudja. Az elébb mar
emlitettem, tehat nem akarnam felsorolni azokat a remélt elénydket, amelyeket 2026 végével

mindenképpen tudnia kell, amelyeket a projektet vezetd iigynokség - DMU -is meghirdetett, és
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azt gondolom, hogy talan még az is egy fontos szempont, illetve nem talan, hanem biztos, hogy
az Eurdpai Unidban is miikodik a Digitalis Tarca (Digital Wallet) projekt. A digitalis
allampolgarsdg tomegesitéséhez nagyon sokaknak a bevonasara van sziikség. Itt csak
megemliteném, hogy példaul a Neumann Janos Szamitogép-tudomanyi Tarsasag, amelyet 23
éven keresztiil vezettem inditotta el Magyarorszagon a digitalis irastudas tomegesitését. Ez alatt
az 1iddszak alatt tobb, mint 600 ezer emberhez sikeriilt az ECDL-t - ma mar ICDL - eljuttatni,
ami elég jelentds dolog volt, és ma is tart. Tehat a 1ényeg az, hogy itt -nem errél van sz6, de
arrdl igen, hogy mindenhol el kell érni az embereket, és ebbe nagyon sokaknak egyiitt kell
miikddni az irdstudok koziil, hogy ugy tudjuk elérni az embereket, hogy valoban kedviik legyen
hozza és 6romet talaljanak abban, hogy digitalis allampolgarra valhatnak.

Reméljiik, hogy 2026-ra ez tényleg megvalosul. Es ha ismét a megforditom a DAP betiik
sorrendjét, még egy fontos értelmezésre nyilik méd: Polgarok Atallasi Déntése. Tehat a
polgarok 4tallasi dontését befolydsolni, a pozitiv irdnyban befolyésolni, az irdstuddk dolga. Azt
nem mondhatom, hogy kotelessége, mert ebben a formaban ez tilzés lenne, de azt igen, hogy
Pakolj At Digitalisan. Azt persze el kell mondani, hogy tiil régi telefonokkal nem lehet dapolni,
de lehet olcson cserélni telefont, és ez, szamos egyéb elénye mellett a dép-haszndlatot is
lehetdvé teszi.

A vesszOnek tehat itt a helye: Nem kell félnetek, jo lesz. Errdl kell mindenkit meggydzni, ez
az edukacid azonban nagyon nehéz, és egyaltalan nem magatol értet6do, ezt vilagosan lehet
latni abbol, hogy gyakorlatilag a legkisebb falutél Budapestig mindenhol sziikség van erre. A
fenntartasokkal kapcsolatban - pl., hogy nagyon régi telefonokkal nem lehet dapolni -
Eszterhazy Miklos nador az 1600-as években azt mondta, hogy ,,0rliltség, semmit sem tenniink,
ha mindent nem tehetiink is”. Ez ma is érvényes. Sot, én egy kicsit meg is erdsitem. Nagyon
fontos sok mindent tenniink. Vannak j6 valaszok. Rajtunk nem mulik. Ebben remélem az

egyiittmiikddésiinket! Koszondm szépen a figyelmet
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